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Abstract

Pure component decomposition problems in chemometrics can be classified into rank-regular and rank-deficient prob-

lems. Rank-deficient problems are characterized by a spectral data matrix that has a lower rank than the number of

chemical species. However, it is possible that there exists rank-regular factorization of the spectral data matrix, but

none of these solutions can be interpreted chemically, and only a solution of the MCR problem with rank deficiency is

chemically meaningful. Then we say that the underlying problem suffers from a hidden rank deficiency. In this paper,

MCR problems with hidden rank deficiency are introduced and analyzed with several examples for problems of rank

2 and rank 3. The area of feasible solutions is determined with the help of additional constraints on the solution.

Keywords: hidden rank deficiency, multivariate curve resolution, pure component decomposition, nonnegative

matrix factorization, area of feasible solutions, spectral recovery.

1. Introduction

Multivariate Curve Resolution (MCR) in chemometrics deals with low-dimensional pure component decomposi-

tions of a spectral data matrix D ∈ Rk×n
+ consisting of k measurements over n wave numbers. Most methods work with

problems where the number of chemical components is equal to the rank of the matrix D, and aim to find one or all

feasible nonnegative matrices C and S with

D = CS T ,

where C contains the pure component concentration profiles and S contains the spectra.

The ambiguity of the solutions can be represented with the help of the area of feasible solutions (AFS) [5, 17].

Some standard methods for finding the AFS are based on geometric construction [15, 5, 20] or on the solution of

optimization problems [24, 11, 17].

Rank-deficient problems require a different approach than rank-regular problems because the concentration factor

C (usually) has a lower rank than the spectral factor S due to linear dependency of the concentration profiles. For

rank-deficient problems, the AFS of the matrix C can be found by numerical methods, e.g., polygon inflation [25], or

geometric methods [23]. Furthermore, the band boundaries of the spectral factor can also be approximated for known

concentration profiles [22]. In experimental setups, rank deficiency can sometimes be resolved by rank augmentation,

see, e.g., [2, 21].

But in between these types of problems there exists another distinct situation, where one or more components

remain hidden to standard analysis methods. This can happen for any data set. In this case, the data set appears to be

rank-regular, since there exists a nonnegative matrix factorization of D with the correct rank. However upon closer

inspection, it is evident that no chemically meaningful factorization is possible with this rank. The rank deficiency

cannot be detected only from the rank and the nonnegative rank of D (definitions of these rank notions are given in

Sec. 2) and is therefore hidden. Finally, the concept of constrained rank is introduced. With its help, the AFS can be

approximated. In the following section, we analyze a simple model data set to illustrate a possible misinterpretation

of a problem with a hidden rank deficiency.

1.1. Problem misconception

A short example with a given reaction kinetics and abstract pure component spectra is constructed to demonstrate

how a rank-deficient problem can be misinterpreted. The methods that are used to analyze the problem are explained

in detail in the following sections of this work. The example is as follows.
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Example 1.1. The factor C ∈ R101×4 is computed for the kinetic

A
k1

−→ B, C
k2

−→ D (1)

with the kinetic constants k1 = 1 and k2 = 2 and the initial concentrations C1,: = (1, 0, 1, 0) on an equidistant grid

with k = 101 nodes for the time interval t ∈ [0, 5]. The factor S is defined with shifted Gaussians as

si(x) = ai exp

(
−

(x − ci)
2

di

)
+ bi, for i = 1, . . . , 4,

with c1 = 20, c2 = 40, c3 = 60, c4 = 80, b1 = 0.02, b2 = 0.01, b3 = 0.005, b4 = 0.001 and ai = 1, di = 100 for

i = 1, . . . , 4 (where (1, 2, 3, 4) = (A, B, C, D)) on an equidistant grid with n = 100 nodes for x ∈ [0, 99]. The pure

component profiles are shown in Fig. 1. The rank and the nonnegative rank of the matrix D is 3, but the number of

chemical components is 4.

4

0
220

40
60

80
0

0.5

1

Mixed spectra

Time
Channel

0 1 2 3 4 5

0

Concentration profiles

Time

C
o

n
ce

n
tr

at
io

n

0 20 40 60 80
0

Pure component spectra

Channel
A

b
so

rp
ti

o
n

Figure 1: The data matrix and pure component factors for the model problem from Example 1.1. It holds that rank(D) = rank+(D) = 3, but the

problem is rank-deficient because four chemical components are expected.

Next, the AFS is computed for factor C, see, e.g., [5, 20, 24] for possible techniques. This set is not empty

because there exist nonnegative factors with three components, which is usually expected for problems of rank 3. The

associated feasible concentration profiles are computed from the AFS and presented in Fig. 2 together with the true

profiles. As can be seen in Fig. 3, only two of the true profiles are included in the AFS. Furthermore, the results lead

to a complete misconception of the underlying reaction kinetics. The solution suggests a three-component system

X→ Y→ Z. (2)

Such a solution with an intermediate species Y is easily representable within the space of true concentration profiles

of the reaction scheme (1). The concentration profiles cA(t) = c0 exp(−k1t) and cC(t) = c0 exp(−k2t) with the initial

concentration values c0 = 1 of (1) allow the linear combination c(t) = exp(−k1t) − exp(−k2t). This profile c(t) has

the typical shape of a potential intermediate species Y with c(0) = 0, limt→∞ c(t) = 0 and its positive maximum at

tmax = ln(k2/k1)/((k2− k1), which for the given values of k2 = 2 and k1 = 1 equals tmax = ln(2) ≈ 0.69. Such a result is

approximately consistent with Fig. 2. All this suggests that the consecutive reaction scheme (2) with three chemical

species is the true scheme behind the given data set. Analysis with MCR-ALS (see, e.g., [27]) leads to similar

conclusions. It is a remarkable fact that it is not possible to identify the true kinetics without additional knowledge on

the reaction system.

To account for the number of components in Example 1.1, an additional constraint on the solution is needed. Here,

the monotonicity of all concentration profiles is used to restrict the AFS. The AFS and the generalized area of feasible

solutions with respect to hidden rank deficiency (denoted Hidden-AFS) are plotted in Fig. 3. It can be observed that

a nested triangle can be constructed between the inner and the outer polygons. This is a geometric indication that a

three-component factorization exists, see [5, 10]. However, by considering the monotonicity constraint on the outer

polygon, no triangle can be constructed in the feasible regions, i.e., no solution with three components and monotone

concentration profiles is possible. Hidden rank deficiency can also be indicated by the existence of a known profile

that is not in the computed AFS for three components.

The feasible concentration profiles resulting from the Hidden-AFS with the monotonicity constraint are shown in

Fig. 4 and it can be observed, that the true solution is included.
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Figure 2: The feasible bands for the model problem from Example 1.1 without any additional knowledge on the solution. The true profiles are

shown as black lines. Since rank(D) = rank+(D) = 3 the AFS is not empty. But the feasible profiles for Y are not chemically meaningful for the

kinetics. This demonstrates how rank deficiency can lead to a wrong solution. The feasible concentration profiles with respect to the monotonicity

constraint and rank deficiency are presented in Fig. 4.
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Figure 3: The AFS and the Hidden-AFS for the factor C for the Example 1.1. Left: The AFS leads to wrong conclusions. Not all of the

points representing the true solution (×) are included in the AFS. Right: The Hidden-AFS with respect to the monotonicity constraint. Each of

the four isolated subsets represents the ambiguity of a concentration profile of a pure component. The subset with the approximate coordinates

(−0.07,−0.04) is very small. The area of monotone profiles Cmon also includes the subsets of the Hidden-AFS and xconst shows the low-dimensional

representation of a constant profile.

1.2. Overview

This paper is organized as follows. In Sec. 2, we review some important concepts on rank deficiency in MCR

problems and introduce the notion of constrained rank to define the hidden rank deficiency. Furthermore, the Hidden-

AFS is analyzed without and with the constraints of monotonicity and unimodality. Sec. 3 illustrates important

concepts with the help of rank-2 and rank-3 model problems and discusses different approaches to solve them. An

experimental data set is analyzed in Sec. 4.

1.3. List of symbols

R+ the set of nonnegative real numbers,

rank+ nonnegative rank,

rank f constrained rank,

D spectral data matrix,

C matrix with pure component concentration profiles in columns,

S matrix with pure component spectral profiles in columns,

k number of spectra,
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n number of spectral channels,

s rank of matrix D,

m nonnegative rank of matrix D,

r number of chemical components,

UΣVT the truncated singular value decomposition of D,

F the outer polygon or polytope (FIRPOL),

I the inner polygon or polytope (INNPOL),

M AFS for rank-regular problems,

N AFS with respect to (open) rank deficiency,

Nh Hidden-AFS with respect to hidden rank deficiency,

Nconstr Hidden-AFS with respect to hidden rank deficiency and additional con-

straints,

Cmon area of monotone profiles,

ssc
const a scaled constant profile,

xconst the coordinates of the low-dimensional representation of ssc
const.

2. Theoretical background to hidden rank deficiency

2.1. The rank-deficient MCR problem

This paper considers a special case of the MCR problem

D = CS T + E,

where D ∈ Rk×n with rank(D) = s is given. For this problem, all feasible nonnegative factors C ∈ Rk×r
+ and S ∈ Rn×r

+

are sought after, while the error matrix E is as small as possible. The variable r is also understood as the number of

pure components underlying the data matrix. Rank deficiency means that r > s. Measurement errors in E ∈ Rk×n are

disregarded for the theoretical part of this paper, but are treated in Sec. 4.

The term rank is sometimes used ambiguously in chemometrics. In linear algebra the rank of a matrix is defined

as the maximal number of linearly independent columns in the matrix. However, in floating-point arithmetic this

definition would almost always result in full rank. Therefore, in these cases, the term ”rank” is implicitly understood

as numerical rank, i.e., only those singular values of D are accepted that are greater than a certain tolerance value,

see [12]. Furthermore, experimental data matrices are usually affected by noise, and in chemometrics ”rank” often

means the number of singular values that do not correspond to noise. This is also known as the chemical rank. The

determination of the chemical rank is a well-known problem, see, e.g., [16]. In this paper we also follow the usual

convention, i.e., we use numerical rank for simulated noise-free data and chemical rank for experimental data. These

concepts are also discussed in [18].

Rank-deficient problems are usually characterized by their nonnegative rank, denoted by rank+. The nonnegative

rank is equal to the smallest possible dimension of the nonnegative factors C and S . Hence, if we can find nonnegative

matrices C ∈ Rk×m
+ and S ∈ Rn×m

+ so that D = CS T holds, but there are no such matrices C ∈ Rk×m−1
+ and S ∈ Rn×m−1

+ ,

then rank+(D) = m, see [6, 10, 9].

Note, that throughout this paper we also assume that either rank(C) = rank(D) or rank(S ) = rank(D). In mathe-

matics this additional condition to the nonnegative rank is known as the restricted nonnegative rank, see, e.g., [10, 9].

Furthermore, s = rank(D) ≤ rank+(D) = m follows from the nonnegativity condition in the definition. This

inequality and the dimension r of the factors C and S helps us to categorize MCR problems.

1. Rank-regular MCR problems are described by the equation

s = rank(D) = rank+(D) = m = r,

where the rank of the data matrix is equal to the nonnegative rank and is equal to the number of chemical

components.
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Figure 4: The feasible bands for the model problem from Example 1.1 with respect to the monotonicity constraint and rank deficiency. Unlike in

Fig. 2, the true profiles (black lines) are included in the feasible bands.

2. (Open) rank-deficient MCR problems are represented by the strict inequality in

s = rank(D) < rank+(D) = m = r.

In this case, it is not possible to find two nonnegative matrices C and S with s columns so that D = CS T .

However, it seems that this classification does not completely describe all possible types of MCR problems. This

definition disregards whether the found solution is chemically meaningful. In fact, the dimension r of the factors

C and S depends neither on the rank nor on the nonnegative rank of D, but on the number of meaningful chemical

components in the bilinear spectroscopic data set. Therefore, it is necessary to define a measure to describe this

property.

Definition 2.1 (Constrained rank). The constrained rank of D ∈ R
k×n, denoted by rank f (D), is the minimum integer

r so that there exist factors C ∈ Rk×r and S ∈ Rn×r with D = CS T and these factors satisfy some constraint function

f (C, S ) = 0.

The nonnegativity of the factors C and S is the most important constraint in the context of MCR problems and

in this paper we assume that the nonnegativity is always one of the constraints in the function f (C, S ). This means,

that nonnegative rank is a special case of the constrained rank. Other constraints can be applied simultaneously, for

example, monotonicity for all profiles of one factor. Then it follows that m = rank+(D) ≤ rank f (D) and in an optimal

case rank f (D) = r. These relationships lead to a categorization of the underlying problems.

3. Hidden rank-deficient MCR problems are represented by the strict inequality in

s = rank(D) ≤ rank+(D) = m < r.

This means, that the nonnegative factorization with the least number of columns m is not a chemically mean-

ingful one. If rank f (D) = r, then the constraint function f helps to resolve the problem with the correct number

of chemical components.

This is in contrast to MCR problems with open rank deficiency or rank regular MCR problems, where the equality

m = rank+(D) = rank f (D) = r means that the factors with the smallest number of columns have a chemically

meaningful interpretation. For MCR problems with hidden rank deficiency, the constrained rank is equal to the

number of chemical components if the constraint function f (C, S ) is chosen correctly.

Direct computation of the constrained rank from the given spectral matrix D alone is not feasible and depends

heavily on the chosen constraints. This is particularly difficult for experimental data sets with perturbations, as dis-

cussed in Sec. 4. The constraint function f (C, S ) should be applied in the context of numerical or chemical rank and

should have some tolerance.

2.2. AFS as a representation of solutions

The solution of an MCR problem is usually not unique. This is known as rotational ambiguity, see, e.g., [1].

Therefore, it is of interest to find the AFS, which includes the variety of factorizations up to scaling and permutations.
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One possible approach uses the singular value decomposition (SVD) of the spectral data matrix D. In particular, we

denote the truncated SVD of D with UΣVT , where U ∈ Rk×s,Σ ∈ Rs×s and V ∈ Rn×s.

Here, the main concepts for the construction of the AFS are repeated for both rank-regular problems (see, e.g.,

[17]) and open rank-deficient problems (see [25]), since hidden rank deficiency is related to both types of problems.

The main geometric objects that reflect the nonnegativity constraints of the pure components are the outer polytope

F (also known as FIRPOL)

F =
{
x ∈ Rs−1 : (1, xT )VT ≥ 0

}

and the inner polytope I (also known as INNPOL)

I = convhull({ai ∈ R
s−1 : i = 1, . . . , k})

which is spanned by the data representing points (or data points)

ai =

(
(UΣ)i,2:s

(UΣ)i,1

)T

.

Here and further, the colon notation is used for vectors and matrices, see also [12] or MatLab notation. Further-

more, for the ease of representation it is assumed that the rank deficiency is caused by the factor S , i.e., rank(S ) =

rank(D) and this is used for the theory in this section. Rank deficiency in MCR problems is most likely induced by the

factor C due to a linear dependency of the concentration profiles. However, sometimes the analysis is more convenient

by assuming that S is the rank-deficient factor, see [25].

Remark 2.2. A transposition of D = CS T results in DT = S CT where the factors C and S have changed their

positions and are transposed. Therefore, it does not make a significant difference, whether C or S causes rank

deficiency. We can flip between both cases by applying the analysis to D or DT . This gives the justification to assume

that the factor S is responsible for the rank deficiency in the following analysis. The model data sets in Sec. 3 and the

experimental data set in Sec. 4 are analyzed by using DT .

The factor S is reconstructed from the SVD with the help of a transformation matrix T ∈ R
r×s (for rank regular

problems r = s, for open rank-deficient problems r = m) as S = TVT . This can be used to find a low-dimensional

representation of all feasible solutions of the MCR problem, since it is contained in the rows of T . For this purpose

the matrix T is written as

T =

(
1 xT

1 W

)

where 1 = (1, . . . , 1)T and W ∈ R(r−1)×(s−1) under the weak assumption of irreducibility of DT D (see [17]). Each row

of the matrix T represents a profile in the (s − 1)-dimensional space. Geometrically, the matrix T is feasible if and

only if the polytope that is spanned from the rows of T:,2:s is nested between I and F , see, e.g., [5, 20, 9]. A proof

of this is also given in Thm. 4.6 in [17] for rank-regular problems and in Thm. 4.2 in [25] for MCR problems with

(open) rank deficiency.

This motivates the definition of the AFS. Each point in the AFS represents one spectral profile of a pure component,

for which a full factorization is possible. The AFS for rank-regular problems is

M =
{
x ∈ Rs−1 : exists T ∈ Rs×s with T1,2:s = xT , T:,1 = 1, rank(T ) = s, UΣT−1 = C ≥ 0, TVT = S T ≥ 0

}

and for open rank-deficient problems

N =
{
x ∈ Rs−1 : exists T ∈ Rm×s, C ∈ Rk×m

+ with T1,2:s = xT , T:,1 = 1, TVT = S T ≥ 0, CS T = D
}
.

2.3. Hidden-AFS for problems with hidden rank deficiency

The low-dimensional representation of the AFS is a useful analytical tool for rank-regular and open rank-deficient

problems. A similar approach is of interest for the case of hidden rank deficiency, i.e., a definition of Hidden-AFS. It

is possible to pursue a similar definition as before and use the number of components r, i.e.,

Nh =
{
x ∈ Rs−1 : exists T ∈ Rr×s, C ∈ Rk×r

+ with T1,2:s = xT , T:,1 = 1, TVT = S T ≥ 0, CS T = D
}
.
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As before, r > m implies the case of hidden rank deficiency.

However, in this case some vertices in the low-dimensional representation can be located freely inside F , because

there exists a polytope with fewer vertices, compare this to the nonnegative rank in [10]. A vertex of the polytope can

even be located inside of I. This is proved by the following theorem.

Theorem 2.3 (Hidden-AFS for problems with hidden rank deficiency). The hidden-AFS of the MCR problem with

hidden rank deficiency equals the outer polytope

Nh = F .

Proof. If a problem has a hidden rank deficiency, then we can assume that there exists a rank regular solution or a

solution with open rank deficiency, i.e., there exists a T ∈ R
m×s and C ∈ R

k×m
+ with T:,1 = 1, TVT = S T ≥ 0 and

CS T = D.

The goal is to construct such a T̂ ∈ Rr×s that there exists Ĉ ∈ Rk×r
+ with T̂:,1 = 1, T̂VT = Ŝ T ≥ 0 and ĈŜ T = D.

Due to hidden rank deficiency r > m. We assume w.l.o.g. that r = m + 1. If r is larger, then any further rows can be

constructed analogously.

In order to show that any point x ∈ F of the m + 1 row of T̂ is contained in Nh, we set

Ĉ = (C, 0) and Ŝ =

(
S ,V

(
1

x

))
.

Then Ŝ ≥ 0 because S ≥ 0 and V(1, x)T ≥ 0. The latter follows from x ∈ F . Furthermore,

ĈŜ T = CS T + 0

(
V

(
1

x

))T

= CS T = D

and this completes the proof.

Remark 2.4. The proof of Thm. 2.3 uses a trivial choice of Ĉ:,m+1 = 0. This is usually not a satisfactory solution.

However, there can (and usually do) exist non-trivial solutions. To achieve this Ŝ :,m+1 is written as linear combination

Ŝ :,m+1 =

m∑

i=1

βiS :,i, βi ∈ R

because rank(S ) = rank(Ŝ ) = s. The only constraint on the values of βi is the nonnegativity of Ŝ :,m+1. Therefore,

T̂m+1,: is constrained only by F . It remains to be shown that Ŝ leads to a feasible nonnegative factorization which is

given as

ĈŜ T =

m+1∑

i=1

Ĉ:,i(Ŝ :,i)
T

=


m∑

i=1

Ĉ:,i(S :,i)
T

 + Ĉ:,m+1

m∑

i=1

βi(S :,i)
T

=

m∑

i=1

(
Ĉ:,i + βiĈ:,m+1

)
(S :,i)

T

=

m∑

i=1

C:,i(S :,i)
T

= D.

This implies that if C:,i = Ĉ:,i + βiĈ:,m+1 for i = 1, . . . ,m, then ĈŜ T = D. Finally, we set

Ĉ:,i = C:,i − βiĈ:,m+1
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and the feasible entries of Ĉ:,m+1 are given by an interval

Ĉh,m+1 ∈ [0, min
i=1,...,m

(γi)], with

γi =


0 βi < 0
1
βi

Ch,i βi > 0
and

γi > 0 if βi = 0,

for each h = 1, . . . , k because this choice also leads to Ĉ ≥ 0.

Thm. 2.3 implies that the definition of Nh is practically meaningless, since the same information is already in-

cluded in the outer polytope. That is, for problems with hidden rank deficiency F stands for all nonnegative profiles

for the factor S that can be constructed from the SVD.

These results are unsatisfactory because the ambiguity represented by the Hidden-AFS is very large in this case.

However, some solutions can be disregarded if additional information is provided. In general, problems with hidden

rank deficiency require additional constraints for a successful analysis. These constraints should reflect those imposed

by the constrained rank, and then a different variant of the Hidden-AFS can be formally defined.

Definition 2.5. Let f (C, S ) be a constraint function of the factors C and S , where f (C, S ) = 0 if the constraints

are satisfied. Further, let rank(D) = s and rank f (D) = r. The Hidden-AFS of an MCR problem with hidden rank

deficiency and additional constraints is defined as

Nconstr =
{
x ∈ Rs−1 : exists T ∈ Rr×s, C ∈ Rk×r with T1,2:s = xT , T:,1 = 1, TVT = S T , CS T = D, f (C, S ) = 0

}
.

The chosen constraint function f (C, S ) must be strong enough to prevent a factorization with less pure components,

i.e., the condition rank f (D) = r is important. Consequently, there should exist no polytope with less than r vertices.

Then the methods from Sec. 3.2 and 3.3 can be applied. However, this is not always possible, see Sec. 2.4, 3.5 and

3.6.

The implementation of the constrained rank in the computation of a factorization or the Hidden-AFS is not easy.

In contrast to the precisely defined AFSM and the AFS for rank-deficient problemsN , the Hidden-AFS for a prob-

lem with hidden rank deficiency, is much more abstract, since there is no mathematical definition of a chemically

meaningful factorization. The results strongly depend on the chosen constraints for the profiles of the MCR problem.

This paper focuses on a classic constraint in chemometrics, namely, monotonicity. However, other constraints can

also be used, see [7, 8, 4, 3] for some examples.

2.4. Properties of the Hidden-AFS

The proof of Thm. 2.3 leads to the following remark on the polytope that represents a feasible solution.

Remark 2.6. The low-dimensional representation of a feasible solution is given by points that must be located in F .

A subset of these points must form a polytope that encloses I. The remaining points can be located anywhere in F .

In the proof of Thm. 2.3 a solution with less than r components is used. This is useful if only the nonnegativity

constraint can be applied. Then Nh describes the problem instead of Nconstr, because rank f (D) = r is not satisfied.

Therefore, sometimes evenM or N can be considered for a part of the solution, see Sec. 3.5 or 3.6. However,M or

N generally do not describe all solutions in this case and can only be applied with additional knowledge about the

underlying problem.

Furthermore, the Hidden-AFS is bounded. It follows from Thm. 2.3 that the Hidden-AFS is a subset of F and F

itself is bounded, see for example Thm. 4.2 in [17]. This is an analogous result to the one in the case of open rank

deficiency, see Remark 4.1 in [25].

Finally, the constraint ofNconstr applies only to vertices and not the whole polytope that represents a solution.

Remark 2.7. Only the vertices of the polytope must be located in the regions, where the constraint is satisfied. The

edges of the polytope must satisfy the condition for I, i.e., they must enclose it, but they are not associated with the

constraint function.
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2.5. Monotonicity constraint

Monotonicity is a particularly useful constraint in reducing the ambiguity of feasible solutions, see also [29, 26].

Monotone behavior can be observed for the concentration profiles of reactants and products. According to Remark 2.2

we impose the nonnegativity constraint on the factor S and it leads to the outer boundary F . By allowing only

monotone increasing or monotone decreasing profiles in the rank-deficient factor S , the feasible regions of the low-

dimensional representation are further reduced, see Fig. 5.

Regions that represent profiles satisfying the monotonicity constraint are numerically determined by a point-

wise evaluation of the constraint function. The outer polytope F is covered by a fine grid and the corresponding

profile of each grid point is tested. The monotonicity constraint is applied as described in [29, 26]. In summary,

a squared sum of all deviations from monotonicity is calculated. Furthermore, if several consecutive points of a

profile have an incorrect trend, each of them is compared to the last point with the correct monotonicity behavior. For

experimental data sets, small deviations from monotonicity are tolerated. For the following statements, we assume

that s = rank(D) = rank(S ) (see Remark 2.2). We also assume that the data set comes from a closed chemical system

with one or more mass balance constraints. The mass balance condition is also known as the closure constraint, see

[19].

In general, numerical approaches for the computation of Hidden-AFS are used, see Sec. 3.2. However, for some

noise-free cases a geometric calculation of the Hidden-AFS is possible, described in Sec. 3.3. Some theoretical

considerations on monotonicity are required for this approach. The goal is to show that the monotonicity constraint

is given by lines, which can be used for the geometric construction of the Hidden-AFS. First, we show a fundamental

property for such chemical systems.

Lemma 2.8. If the factor S contains concentration profiles (according to Remark 2.2) of a chemical system with

a mass balance constraint, then in the corresponding low-dimensional representation there exists exactly one point

xconst ∈ R
s−1 representing a constant profile.

Proof. First, the existence of xconst is shown. According to mass balance constraint, there exist coefficients ai, i =

1 . . . p so that the p original profiles of S result in a constant profile

a1S :,1 + · · · + apS :,p = sconst,

where sconst ∈ R
n denotes a vector in with constant entries.

The low-dimensional representation requires that the original profiles are scaled so that the first singular vector

has a coefficient 1, see Sec. 2.2. Thus,

a1b1

d

(
S :,1

b1

)

︸︷︷︸
S sc

:,1

+ · · · +
apbp

d

(
S :,p

bp

)

︸︷︷︸
S sc

:,p

=
sconst

d︸︷︷︸
ssc

const

= const,

where S sc
:,i

represent a scaled profile by the scaling factor bi. However, the constant vector sconst must also be scaled to

have a low-dimensional representation. Is we use d = a1b1 + · · · + apbp as the scaling factor, then ssc
const is scaled so

that the first singular vector contributes to the expansion with the coefficient 1.

The low-dimensional representation xconst of ssc
const is given by the low-dimensional representations xi of the scaled

profiles S sc
:,i

, i.e.,

a1b1

d
(1, xT

1 ) + · · · +
arbr

d
(1, xT

p ) = (1, xT
const).

The uniqueness of xconst is proven by contradiction. We assume, that there exists a different point x̂const corre-

sponding to the constant profile ssc
const which is unique due to scaling. Then

V:,1 + V:,2:pxT
const = ssc

const = V:,1 + V:,2:p x̂T
const

and

((xconst)1 − (x̂const)1)V:,2 + · · · + ((xconst)p−1 − (x̂const)p−1)V:,p = 0.

From the linear independence of the singular vectors follows xconst = x̂const.
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Remark 2.9. The low-dimensional representation of a constant profile is located at the origin (i.e., xconst = 0) if and

only if the first right singular vector of D is a constant vector. This follows from ssc
const = V:,1 + V:,2:sxT

const.

Next, we prove a simple property for convex combinations of profiles.

Lemma 2.10. The low-dimensional representation of a convex combination of two profiles is located on the line

segment between the two respective low-dimensional representations.

Proof. The convex combination of two scaled profiles results in a scaled profile λS sc
:,i
+ (1 − λ)S sc

:, j
with λ ∈ [0, 1],

because the first singular vector of ssc has the coefficient λ + (1 − λ) = 1.

With the help of singular values this equality can also be written in the corresponding low-dimensional representa-

tion λxi + (1−λ)x j with λ ∈ [0, 1]. This implies, that the line segment connecting the low-dimensional representations

of the two profiles includes their convex combinations.

Remark 2.11. If the mass balance constraint holds then xconst is located in the convex hull of the low-dimensional

representation of the true profiles. This follows from an extension of Lemma 2.10 to polytopes.

A similar argumentation to Lemma 2.10 can be used to reduce the ambiguity if the mass balance constraint of

some components is known, see Sec. 3.4 for an example. Finally, the following lemma proves the geometric structure

of monotone subsets, see also Fig. 5.

Lemma 2.12. If a point exists that corresponds to a monotone profile, then a connected subset with non-increasing

concentration profiles and a connected subset with non-decreasing concentration profiles exist in the low-dimensional

representation. The boundaries of both subsets are given by lines that intersect at the point of constant profiles.

Proof. First, we show that the subsets are connected. The convex combination of two scaled profiles with the same

monotonicity yields a scaled monotone profile. It follows from Lemma 2.10 that any profile that corresponds to a

point on the line segment that connects the two scaled profiles in the low-dimensional representation is also located in

the same subset. Therefore, the subsets with the same monotonicity must be connected.

Then we show that the boundaries of a monotonicity subset are given by lines. For this we consider the linear

combination of ssc
const and a monotone profile S sc

:,l
with a low-dimensional representation xl. The resulting profile

ssc
const + λS

sc
:,l

has to be scaled with the scaling factor d = 1 + λ

1

d
ssc

c +
λ

d
S sc

:,l , λ ∈ R

so that its low-dimensional representation
1

d
xconst +

λ

d
xl, λ ∈ R

lies on a line going through xconst and xl. The monotonicity is reversed for negative values of λ. Therefore, the low-

dimensional representations of all monotone profiles are located on lines that intersect in the point of constant profiles

xconst. This proves the statement.

The previous statements apply only to problems with negligible perturbations. Experimental data may show a

different behavior, especially if deviations from monotonicity or mass balance are allowed. See, for example, Fig. 16.

2.6. Unimodality constraint

Unimodality is another effective constraint to reduce the ambiguity of the solutions of an MCR problem, see

[26]. Unimodality regions in the Hidden-AFS are calculated similarly to monotonicity, i.e., evaluating a grid with an

appropriate criterion. Here the maximum in the profile is found and then, similarly to Sec. 2.5, it is checked whether

the profile is monotone increasing before the maximum and monotone decreasing after the maximum. A similar

approach can also be used for noisy data. However, useful statements about the geometric structure of unimodal

profiles are not easy to make when compared to monotonicity. This is due to the fact that the convex combination of

two unimodal profiles is not necessarily unimodal.
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Figure 5: The low-dimensional representation of the model problem from Example 1.1 where the points in Cmon represent monotone profiles

(left). The profiles corresponding to the marked points are shown on the right side. The black profile is constant and corresponds to xconst . As an

example for Lemma 2.10, the blue and yellow profiles can be given as a linear combination of the black and the red profiles. Their low-dimensional

representation is located on the dotted line segment. Also, the green point is not located in Cmon and the corresponding profile is not monotone.

Therefore, the structure seen in Fig. 9 of [29], see also the green point and profile in Fig. 5, cannot be generalized

and is only seen for this particular kinetics. However, it would be possible to generally apply similar geometric

considerations as in Sec. 3.3. This situation illustrates that mixed constraints can also be applied, i.e., monotonicity

can be applied to some profiles and unimodality to others. Other meaningful constraints can also be used, for example,

that the profiles must be approximated by an exponential function. In Sec. 3.4 we show an example of how mass

balance can be used as a constraint.

3. Simulated examples and calculation methods

3.1. Michaelis-Menten kinetics - a rank-3 model problem

Next, a model data set with an underlying Michaelis-Menten kinetics is introduced. This model problem mirrors

the behavior of the experimental data set in Sec. 4. A similar problem was presented in Sec. 6 of [25], but here it is

slightly modified to provide an example with hidden rank deficiency. More information on modeling kinetics with

rank deficiency is given in [18].

Example 3.1. The factor C is computed by using the kinetics

S + E
k1

−−⇀↽−−
k−1

[E-S]
k2

−→ P + E

with k1 = 10, k−1 = 0.1 and k2 = 3 and the initial concentrations cS (0) = 1, cE(0) = 0.1 and c[E−S ](0) = cP(0) = 0.

The time interval [0, 7.5] and a grid with k = 101 equidistant points are used. The pure component spectra are

computed by using shifted Gaussians as in Example 1.1 with the parameters c1 = 20, c2 = 40, c3 = 60, c4 = 80,

d1 = d2 = d3 = 200, d4 = 100, b1 = 0.03, b2 = 0.02, b3 = 0.015, b4 = 0.011, a1 = a4 = 1, a2 = a3 = 10

(where (1, 2, 3, 4) = (S, E, [E-S], P)). For the spectra the interval x ∈ [1, 100] and n = 100 equidistant points are

used. Furthermore the first 6 time steps of the factor C are discarded for the analysis. So it is D = C7:101,: S T with

D ∈ R95×100.

After discarding the first 6 time steps, the model problem has only monotone concentration profiles, see Fig. 6.

Furthermore, Fig. 7 demonstrates that this problem is rank-deficient, since rank(D) = rank+(D) = 3 and the AFS

for three components is not empty. However, only one low-dimensional representation of the original concentration

profiles is located in the AFS. This is an indication of hidden rank deficiency. If we additionally apply the constraint

of monotonicity, then rank f (D) = 4 for this data set. Then the Hidden-AFS can be calculated and the ambiguity of

the solutions can be approximated. The feasible bands from both approaches are compared in Fig. 8 and Fig. 9.
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Figure 6: The data matrix and pure component factors for the model problem from Example 3.1. The first 6 time steps are discarded.
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Figure 7: The AFS and the Hidden-AFS for the factor C for the Example 3.1. Left: The AFS show the ambiguity of the solutions with three

chemical components. Only one of the points representing the true profiles (×) is included in the AFS. Right: The Hidden-AFS with respect to the

monotonicity constraint and rank deficiency. Each of the four isolated Hidden-AFS subsets represents the ambiguity of a monotone concentration

profile of a pure component. The concentration profiles are chemically meaningful, rank f (D) = 4 and no nested triangle with vertices in Nconstr

exists.

3.2. A numerical approach

The most straightforward method to compute the Hidden-AFS for problems with hidden rank deficiency is based

on a numerical evaluation of points between I and F . Here a method like the polygon inflation algorithm [24] proves

to be useful. Such methods help to approximate the Hidden-AFS by evaluating a function for different points and

deciding, whether they are located in the Hidden-AFS. This decision is mainly driven by the numerical solution of an

optimization problem.

The objective function was modified to account for problems with open rank deficiency in Sec. 5.1 of [25]. Since

the modifications are essentially the same in the case of hidden rank deficiency, they will not be repeated in full here.

The main difference from the calculation for rank-regular problems, is the additional computational cost of calculating

the factor, which cannot be expressed with the help singular vectors of the data matrix. An NNLS solver can be used

for this, see, e.g., [14].

Problems with hidden rank deficiency require a further modification of the objective function, namely, the use of

a constraint function. This is described in Sec. 2.5 and Sec. 2.6 and more details can be found in the literature, in

particular, in [26] the implementation of the constraints for the objective function is considered. The evaluation of the

constraint function further increases the computation time for problems with hidden rank deficiency. Thus, the main

drawback of the numerical approach is the comparably large computation time due to the optimization of the objective

function. However, it is suitable for experimental and noisy data sets.
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Figure 8: The feasible bands for the model problem from Example 3.1 without any additional knowledge on the solutions. Since rank(D) =

rank+(D) = 3 the AFS is not empty. The true profiles are plotted as black lines and they are close to the feasible bands, but only the feasible band

on the right includes the original solution. The feasible band contains many solutions that are not monotone, i.e., not chemically meaningful in this

case.
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Figure 9: The feasible bands for the model problem from Example 3.1 with respect to the monotonicity constraint and rank deficiency. Unlike the

solutions in Fig. 2, the true profiles (black lines) are included in the feasible bands. The feasible bands only contain monotone profiles here.

3.3. A geometric approach

For some cases, a very simple and fast geometric solution can be provided. This is similar to the concept of Borgen

triangles in [20] or the calculation of the AFS when one or more components are known. The main advantage of the

geometric approach is the very low computational cost. This simple geometric approach to solving a problem with

hidden rank deficiency is described for the problem from Example 3.1, i.e., a 4-component case with monotonicity

constraint, where two components are increasing and two components are decreasing.

Since the monotonicity boundaries (i.e. the boundaries of Cmon) are given by two lines, see Lemma 2.12 for s = 3,

there are four points, where these lines cross F . We call these points the monotonicity boundary points. An additional

I-monotonicity condition must be satisfied: the quadrilateral spanning the four monotonicity boundary points on F

has to include I. Two problematic situations are possible:

1. I intersects the quadrilateral of the four monotonicity boundary points in the non-monotone part (green lines in

Fig. 10). Then no solutions to the constrained problem are possible, since some of the data points of I cannot

be described by feasible monotone profiles, see also [22]. In other words, there exists no nested quadrilateral

with monotonicity constraint.

2. I intersects the quadrilateral in the monotone part (blue lines in Fig. 10, note that the blue lines must not always

overlap with F ). Then the geometric approach should be adapted and is more complex than explained here.

See Fig. 10 for illustrates a situation where none of the problematic situations occur and the I-monotonicity condition

is satisfied.

If the conditions are met, then the Hidden-AFS is approximated by finding tangents from each of the four mono-

tonicity boundary points on F to I, see Fig. 10 (right). The tangent that starts opposite to the currently examined

subset does not directly affect the subset of the Hidden-AFS. However, from the point where it crosses F , another

tangent to I is constructed and part of it encloses the isolated subset of the Hidden-AFS. This means, that the Hidden-

AFS is enclosed by F , the boundary of the monotonicity constraint, and two tangents. See Fig. 10 for an illustration.

Due to the fact that the intersection of F with the area of monotonicity constraint is usually not a convex polygon

(see Remark 2.11), the classic rotation algorithm (see [5] or [23] for an application to problems with open rank
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Figure 10: I and F for the factor C for the Example 3.1. Left: The monotonicity boundary points are marked with a +. The green and blue

lines do not intersect I and satisfy a condition for the geometric construction. Right: The geometric construction of one isolated subset of the

Hidden-AFS (purple) is shown. Dotted lines represent tangents to I, which are used to construct this subset of the Hidden-AFS. A black + denotes

a monotonicity boundary point where the construction for this subset of the Hidden-AFS starts.

deficiency) is not applicable here. When rotating the polygon, the goal is to move the final point as close to the origin

as possible (for a given start point or edge). However, due to the lack of convexity, the tangents of I do not always

lead to the innermost point.

Therefore, the idea of the geometric approach is to start with the largest possible polygon spanning the four

monotonicity boundary points and then bring each of the four vertices as close to the origin as possible. This is

achieved with the help of tangents.

It is possible to adapt this approach for various different cases, but a simple rotation algorithm covering all possible

cases of the hidden rank deficiency in a similar way to problems with open rank deficiency ([23]) does not seem to be

possible. This is due to the fact that the intersection of F with the area of constraints is not necessarily convex, nor

does it contain I.

3.4. Using mass balance as a constraint

Rank deficiency in spectroscopic data sets is often caused by multiple mass balance constraints. For example,

there are two mass balance constraints in the Michaelis-Menten data set from Example 3.1:

cS + cP + c[E−S ] = const

cE + c[E−S ] = const

where cS , cE , cP and c[E−S ] denote the concentration profiles of the pure components. These relationships can be

further used to reduce the ambiguity of the solutions, similarly to Lemma 2.10 and Remark 2.11. If the convex

combination of two profiles results in a constant profile, then the low-dimensional representations of the corresponding

profiles are located on a line passing through xconst. If three profiles satisfy a mass balance constraint, then xconst is

located in the triangle that is spanned between them.

Let us consider the mass balance cE + c[E−S ] = const, which states that a linear combination of the concen-

tration profiles of E and [E-S] results in a constant profile. According to Lemma 2.8, this constant profile has a

low-dimensional representation xconst. This constant profile is scaled if and only if the linear combination of two

scaled profiles is a convex combination, see the reasoning in the proof of Lemma 2.10 (negative coefficients are not

allowed). Then according to Lemma 2.10 xconst is located on a line between the low-dimensional representations of E

and [E-S]. Conversely this means, that if the concentration profile of E is given, then the Hidden-AFS subset of [E-S]

is reduced to a line, because xconst is fixed. See Fig. 11 for an illustration of this effect.

Let us consider the other mass balance cS + cP + c[E−S ] = const. The statement of Lemma 2.8 is analogously

extended to triangles. The constant profile is scaled if and only if the linear combination of the three scaled profiles is
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Figure 11: The Hidden-AFS for the factor C for Example 3.1, with the mass balance constraint cE + c[E−S ] = const. Left: The low-dimensional

representations of the true profiles are shown as black ×. The concentration profile of E is assumed to be given and is shown with as blue ×. The

isolated Hidden-AFS subset for E is not shown. The original Hidden-AFS subset of [E-S] is shown in dark gray and the reduced subset is shown in

its original orange color. Auxiliary lines for the geometric construction are dotted. The purple and the yellow Hidden-AFS subsets are unchanged.

Right: The original feasible profiles (gray band) and the reduced feasible profiles (orange).

a convex combination. Then the low-dimensional representation of a constant profile xconst is the convex combination

of the the low-dimensional representations of the concentration profiles of S, P and [E-S]. According to Fig. 12, if the

concentration profile of S is given, then the Hidden-AFS subset P is reduced, because the triangle spanning the three

low-dimensional representations must include xconst.
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Figure 12: The Hidden-AFS for the factor C for Example 3.1, with the mass balance constraint cS +cP+c[E−S ] = const. Left: The low-dimensional

representations of the true profiles are shown as ×. The concentration profile of S is assumed to be given and is shown with as purple ×. The Hidden-

AFS subset for S is not shown. The original Hidden-AFS subset of P is shown in dark gray and the reduced subset is shown in the original yellow

color. Auxiliary lines for the geometric construction are dotted. The red and the blue Hidden-AFS subsets are unchanged. Right: The original

feasible profiles (gray band) and the reduced feasible profiles (yellow).

Depending on the situation, the use of the mass balance constraint can provide a lot of information during pure

component decomposition. However, this approach is sensitive to noise. Even a small error in the location of xconst

can lead to incorrect conclusions. Therefore, the mass balance constraint as described here should only be applied

after a careful consideration.
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3.5. Rank-2 problems

Systems of rank 2 are an exception to the proposed approach. According to the proof in [28], a rank 2 matrix

always has the nonnegative rank m = 2. Therefore, no open rank deficiency is possible for systems with rank s = 2.

Furthermore, no additional constraints can help to resolve this case, as seen in the previous examples, because no

additional constraints can transform the hidden rank deficiency into an open one. However, they can still help to

reduce the ambiguity of the solutions. We show this with the help of an example.

Example 3.2. The factor C ∈ R201×3 is computed for the kinetics

A + 2B→ C

with the kinetic constant k = 1 and the initial concentration C1,: = (1, 0.4, 0) on a grid of k = 201 equidistant points.

The factor S is defined similarly to Example 1.1 with the parameters a1 = 2.5, a2 = 25, a3 = 6, c1 = 20, c2 = 40,

c3 = 60, d1 = d2 = d3 = 200, b1 = b2 = 0.075, b3 = 0.065 on an equidistant grid with n = 100 points. The profiles

in Fig. 13 and Fig. 14 use a different scaling. This data set is rank-deficient, because the kinetics lead to two mass

balance constraints.

Geometrically, I,F andM are located in a 1-dimensional space, i.e., they are on a line. One of the pure com-

ponent spectra is located to the left and the other to the right of I. The same is true for concentration profiles. If

there are more components, then according to Remark 2.6 their corresponding low-dimensional representations can

be located anywhere in F , see Fig. 14. However, at least two points should be chosen according to the AFS for two

components. Therefore, this problem should firstly be solved as a rank-regular problem and the remaining profiles

should be calculated afterwards.

-0.5 0 0.5 1 1.5

AFSM as a rank-regular problem

0 50 100 150 200

0

Conc. band as a rank-regular problem

Time

C
o

n
ce

n
tr

at
io

n

0 50 100 150 200

0

Conc. band as a rank-regular problem

Time

C
o

n
ce

n
tr

at
io

n

Figure 13: The one-dimensional AFS (left) for the model data set from Example 3.2 as a rank-regular problem. The feasible bands (center and

right) are colored the same as the corresponding sections of the AFS. The original concentration profiles are shown in black and blue color. The

blue original concentration profile is outside of the feasible bands of a rank-regular problem.

3.6. Trivial rank deficiency: constant concentrations or multiple products

Sometimes data sets with hidden rank deficiency cannot be resolved even when constraints are applied. This can

happen, when the condition rank f (D) = r in Def. 2.5 does not hold. Then a feasible solution with fewer components

and chemically meaningful pure component concentration profiles can be possible. We demonstrate this in two cases:

when a pure component has a constant concentration profile and when a reaction results in multiple products.

First, let us consider the reaction

A→ B→ C + D.

In this case, we observe rank deficiency because the concentration profiles of C and D are identical. However, they

have exactly the same low-dimensional representation. This means, that the low-dimensional representation is a

quadrilateral with two overlapping vertices. In other words, we can consider this as a rank-regular three-component

problem with A, B and [C-D]. The spectrum of [C-D] is the sum of the pure component spectra of C and D.

Second, let us consider the reaction

A→ B→ C
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Figure 14: The one-dimensional Hidden-AFS (left) for the model data set from Example 3.2, if the rank deficiency is considered, but no further

constraints are applied. The Hidden-AFS overlaps with F and the concentration profiles are located in the band of feasible concentration profiles

(right). The colors in the Hidden-AFS correspond to the concentration profiles. Black asterisk shows the location of xconst .

with the time-independent component, e.g., solvent,

D

which has a constant concentration profile with the low-dimensional representation xconst. Similar to the previous

problem, this is also a case of rank deficiency because there are two mass balance constraints. Furthermore, this

problem has a hidden rank deficiency due to Remark 2.11. Such an example was also given in Sec. 4.2 in [22] for the

alkaline hydrolysis process. This problem can also be considered as a rank-regular three-component problem, but the

correct pure component spectra cannot be directly seen in the solution. A possible approach would be to add xconst to

the constructed triangle and then calculate the band boundaries for the spectral profiles, see [22].

In both of these cases, it is not possible to detect hidden rank deficiency only with the information in the data

set. The calculated concentration profiles of the rank-regular problem are chemically meaningful. Furthermore, the

low-dimensional representation of the profile that is missing in the rank-regular solution is located in or on the triangle

representing the rank-regular solution. Nevertheless, Remark 2.6 can be applied as shown in the two examples.

These are just a few examples of situations where constraint functions do not help to resolve hidden rank defi-

ciency. The only way to solve such problems seems to be the direct use of the additional information in the low-

dimensional representation of the data set.

4. Results for an experimental data set

4.1. Rhodium catalyzed hydroformylation data set

In this section a data set based on the in-situ spectroscopic monitoring of the rhodium catalyzed hydroformylation

of 3,3-dimethly-1-butene with a rhodium/tri(2,4-di-tert-butylphenyl)phosphite catalyst in n-hexane is analyzed. The

catalytic experiment was conducted at [Rh] = 0.3 mM, [TDTBPP] = 6 mM, [alkene] = 0.45 M at a temperature of

30 ◦C, p(H2) = 10 bar and p(CO) = 2 bar. The data set consists of k = 300 spectra and two intervals of spectral

channels are analyzed. The first window contains wave numbers in [1964, 2107] cm−1 and in this window the olefin,

the acyl complex and the hydrido complex show IR absorption bands. The second window contains wave numbers in

[3411, 3479] cm−1 and the contribution to an absorption band from the aldehyde. The combination of both intervals

results in n = 879 spectral channels.

Since the second interval contains the absorption band of only one component, the corresponding concentration

profile can be extracted directly. However, in order to demonstrate the approach for a problem with hidden rank

deficiency, both intervals are combined for the analysis, see Fig. 15. Further information on this system is given in

[13]. The true profiles and the first 30 singular values of this data set are also shown in Fig. 2 in [18].
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The concentration profiles of the four components are determined by a Michaelis-Menten kinetics, similar to Ex-

ample 3.1. Therefore, this is a rank-deficient problem. Furthermore, this problem suffers from hidden rank deficiency

because a further analysis reveals that rank+(D) = 3 with respect to perturbations, see Fig. 16. The results are ver-

ified by a kinetic model. The low-dimensional representations of the concentration profiles are compared with the

Hidden-AFS and the comparison in feasible bands is shown in Fig. 17.

4.2. Approach to noisy data

Noisy data pose several challenges to the computation of the Hidden-AFS. Typically, numerical methods are

preferred because they can better account for perturbations and negativity in the data set.

The baseline of the hydroformylation data set is corrected and the data matrix contains only small negative entries.

However, the peaks in the FTIR spectroscopy are sharp and the absorption for several wave numbers is close to zero

for all spectra. Therefore the perturbations in D have a particularly large effect on the data points ai for i = 1 . . . , 879,

which form I in the noise-free case. For example, several points are not even included in F , see Fig. 15.
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Figure 15: Left: the hydroformylation data set from Sec. 4.1. Right: The outer boundary F and the data representing points for this data set. Some

data points are outside of this illustration. The most distant data point is located at approximately (-9.8,4.9).

To compute the Hidden-AFS despite these problems, a control parameter is used to accept relative slightly negative

entries in both factors. This control parameter was set to ε = 0.012, see [24] for more details on this approach.

Monotonicity constraints are satisfied in this data set, because the first spectrum was taken at 4.94 min. Another

control parameter is used to deal with perturbations. Thus, small deviations from monotonicity are also accepted.

The control parameter for accepting slightly non-monotone profiles was set to ρ = 0.015, see [26] for more details.

Also the low-dimensional representation of a constant profile xconst was found as a least squares approximation due to

perturbations.

4.3. The Hidden-AFS for the data set

The AFS for the data set is computed by the polygon inflation algorithm. The AFS for three components is shown

along with the low-dimensional representation of the true profiles in the left plot of Fig. 16. The computation time

(on a standard PC with a 3.4 GHz CPU and 16 GB RAM; using only one core) with the polygon inflation method was

about 5.6 seconds. The true profiles were computed using hard modeling with a kinetic model, see [13]. However,

only one of the four points is included in the AFS, since the constrained rank of the data matrix is rank f (D) = 4. This

indicates that the data set suffers from hidden rank deficiency and suitable constraints should be used.

Soft-constraints for monotonicity in factor C are used in order to compute the Hidden-AFS with respect to hidden

rank deficiency. Then only chemically meaningful solutions (in this case, with monotone profiles) are represented

with the Hidden-AFS. The four isolated subsets are shown in the right plot of Fig. 16. They are located in the area
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of monotone profiles Cmon. They are found with the polygon inflation method and the new cost function for rank-

deficient problems, see Sec. 3.2. The four low-dimensional representations of the true solution are included in the

Hidden-AFS. The feasible concentration profiles for the four components are shown in Fig. 17.

The computation time of the Hidden-AFS on the same PC was about 72.4 seconds. The large difference in the

computation time when compared to the AFS is caused by the different objective function to classify a point as feasible

or not. For problems with rank deficiency, this includes the approximation of a factor that has a higher rank than the

data matrix D, see Sec. 3.2.
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Figure 16: The AFS and the Hidden-AFS for factor C of the hydroformylation data set from Sec. 4.1. The true solution from a kinetic model is

shown as ×. Left: The AFS consists of three separate isolated subsets, one of which does not contain any monotone concentration profiles. This

indicates hidden rank deficiency. Also, only one of the points from the true solution (×) is included in the AFS. Right: The Hidden-AFS with

respect to the monotonicity constraint (Cmon) and hidden rank deficiency. Each of the four isolated subsets contains one point of the true solution.
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Figure 17: The feasible bands for the hydroformylation data set from Sec. 4.1 with respect to hidden rank deficiency and the monotonicity constraint.

The true profiles (black lines) are included. The first spectrum was taken at 4.94 min.

5. Conclusion

Detecting a hidden rank deficiency is like finding the true reality one level below a feigned and simplified reality.

This is similar to the shadows on the cave walls in Plato’s allegory, where the shadows are only projections of the

true reality. Like the projections on the cave walls, the true nature of the hidden rank-deficient problems is obscured

because it is located in a higher dimension. For a given data set, it is not clear a priori where the true reality can be

found. However, this paper demonstrates that the problem can be defined and understood.

Admittedly, it is a rare case where a sound chemical interpretation is possible for a data set, but the true chemical

interpretation lies deeper. In any case, additional constraints, such as monotonicity or mass balance, can help to

resolve a hidden rank deficiency and determine the ambiguity of the true solution. We note that while the geometric

approach is simple and fast, it is not always feasible. When geometric methods are not applicable, more robust

numerical methods can be used. This is the case for noisy experimental data. When rank-2 problems suffer from a
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rank deficiency, it is always a hidden rank deficiency. This case, as well as some other cases where rank deficiency

appears trivially, are particularly challenging to resolve.
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