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Summary: We estimate the growth of homomorphism numbers of a torsion-free nilpotent group
G using a variant of the circle method together with the analytic continuation ofζG(s) established
in [4]. As an application, we obtain information on the subgroup growth of free products of nilpotent
groups.

1 Introduction
Let G be a finitely generated torsion-free nilpotent group, and lethn(G) := |Hom(G, Sn)|
/n!. In Section 2 we derive the infinite product generating function

H(z) :=
∞∑

n=0

hn(G)z
n =

∞∏
n=1

(
1− zn)−η(n) ,

where the exponentsη(n) can be expressed in terms of the numberssn(G) of index n
subgroups inG. This representation forH(z) allows us to employ a variant of the circle
method, originally developed in connection with partition generating functions, in order
to obtain information on the asymptotics ofhn(G), which is done in Section 3; the reader
is referred to [1, Chapter 6] for a leisurely exposition of these techniques, as well as
relevant references. Our analysis requires information on the Dirichlet series

D(s) =
∞∑

n=1

η(n) n−s,

which we derive from the proof of the main result in [4]; cf. Proposition 3.1. In this way
we find in particular that

loghn(G) =
(

C +O
(

1

logn

))
n(α−1)/α logd/α n;

cf. Theorem 3.3 for a more precise statement. Moreover, we show that, forG free abelian,
the error term in the last equation can be replaced by an asymptotic series in negative

AMS 2000 subject classifications: Primary: 20E07; Secondary: 11P82, 11M41
Key words and phrases: subgroup growth, free products, generalized partition functions, circle method, nilpotent
groups
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powers ofn; see Proposition 3.4. The final section employs these estimates onhn(G)
to derive information concerning the subgroup growth of free products� of torsion-free
nilpotent groups. Here, the transition fromhn(�) to sn(�) is made possible by a result in
[8] to the effect that almost all permutation representations of a free product are in fact
transitive.

2 Infinite product generating functions associated with
nilpotent groups

The infinite product representation provided by our first result will allow us to utilize
analytic methods from the theory of partitions.

Lemma 2.1 Let G be a finitely generated group. Then we have, as an equation between
formal power series, the relation

H(z) :=
∞∑

n=0

hn(G)z
n =

∞∏
n=1

(1− zn)−η(n), (2.1)

where

η(n) = 1

n

∑
d|n
µ
(n

d

)
sd(G). (2.2)

In particular, η(n) is multiplicative if and only if sn(G) is multiplicative, and η(n) is
positive for all n, provided that G is torsion-free, nilpotent, and not cyclic.

Proof: Existence and uniqueness of the product representation (2.1) is clear; hence it
suffices to show that the numbersη(n) given by equation (2.2) satisfy this relation. We
have1

H(z) = exp

( ∞∑
m=1

sm(G)

m
zm

)
. (2.3)

Using the M̈obius inversion formula and the Taylor series of log(1− z), we obtain

H(z) = exp


 ∞∑

m=1

∑
d|m

(
dη(d)

m

)
zm




= exp

( ∞∑
n=1

∞∑
ν=1

η(n)
znν

ν

)

= exp

(
−
∞∑

n=1

η(n) log(1− zn)

)

=
∞∏

n=1

(1− zn)−η(n).

1 Cf. [10], or [3, Proposition 1].
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Generalized partition functions and subgroup growth 283

Sinceη(n) is the product of the multiplicative function1n and the Dirichlet convolution
of the multiplicative functionµ with sn(G), η(n) is multiplicative if and only ifsn(G)
is multiplicative. If G is nilpotent,sn(G) and henceη(n) is multiplicative, andη(n)
is positive if and only if this sequence is positive on prime powers. We haveη(pk) =
(spk (G)− spk−1(G))p−k, hence,η(n) is positive if and only ifspk (G) is strictly increasing
in k for all primesp. Our last claim follows now from the next lemma. �

Lemma 2.2 Let G be a finitely generated torsion-free nilpotent group, and let p be
a prime. Suppose that G is not cyclic. Then we have

spk+1(G)

spk (G)
≥ β(p),

where β(p) is independent of G, and satisfies β(p) ≥ 4
3 as well as β(p) = p+O(1).

Proof: We prove our claim by induction on the Hirsch lengthh of G. Set

β(p, h) := inf
h(G)=h

k≥0

spk+1(G)

spk (G)
.

The caseh = 1 is excluded, and forh = 2 the only possible group isZ2, hence,

β(p,2) = inf
k≥0

σ
(

pk+1
)

σ
(

pk
) = p.

For groups of Hirsch length 3, theζ-functions are computed in [5, Proposition 8.1], and
one finds after some computation thatζG(s) = ζ(s − 1)D(s), whereD(s) = ∑ an

ns is
a Dirichlet-series with positive coefficients. Hence,

spk+1(G) =
k+1∑
κ=0

pκapk−κ+1 = p
k∑

µ=0

pµapk−µ + apk+1 ≥ pspk (G),

hence,β(p,3) ≥ p.
For groups of Hirsch length≥ 4, we use the concept of good bases as introduced

in [5]; cf. also [7, Chapter 15.1]. Choose a Mal’cev basisx1, . . . , xh of G such that
xh ∈ Z(G), and define the subgroupsHi = 〈xi, . . . , xh〉. For a subgroupU, choose
a good basisa1, . . . , ah , and define

sk,ν(G) :=
∣∣∣{U ≤ G : (G : U) = pk, (〈ah〉 : 〈a1, . . . , ah−1〉 ∩ 〈ah〉) = pν

}∣∣∣ .
To show thatsk,ν(G) is well defined, we have to prove that the index

(〈ah〉 : 〈a1, . . . , ah−1〉 ∩ 〈ah〉)
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284 Müller -- Schlage-Puchta

does not depend on the good basis chosen forU. We have〈ah〉 = U∩〈xh〉. Leta′1, . . . , a′h
be another good basis forU, and setN=〈xh〉. Thena′i N ∈ 〈a1, . . . , ah−1〉N; hence, there
exist p-adic integersy1, . . . , yh−1, such that〈

a′1xy1
h , a′2xy2

h , . . . , a′h−1xyh−1
h

〉 ≤ 〈a1, a2, . . . , ah−1〉.
Sincexh is central, andG is torsion-free, we have〈

a′1xy1
h , a′2xy2

h , . . . , a′h−1xyh−1
h

〉 ∩ 〈xh〉 =
〈
a′1, a′2, . . . , a′h−1

〉 ∩ 〈xh〉,
and therefore(〈

a′h
〉 : 〈a′1, . . . , a′h−1

〉 ∩ 〈a′h 〉) ≤ (〈ah〉 : 〈a1, . . . , ah−1〉 ∩ 〈ah〉) .
By symmetry, we see that the two indices are equal; hence,sk,ν(G) is indeed well defined.

Let U be a subgroup counted bysk,ν(G) with ν ≥ 1. Consider the set of all tuples
b1, . . . , bh , such thatbi ∈ Hi \ Hi+1 with bh = ap

h , andb1, . . . , bh−1, ah is a good basis
of U. Thenb1, . . . , bh is a good basis of a subgroupU ′ of index pk+1, the measure of
all good bases producing the same subgroup is the measure of all good bases producing
U times p1−h , and differentU yield different subgroupsU ′, sincep-th roots in〈xh〉 are
unique. Moreover, a subgroupU ′ produced in this way is counted bysk+1,ν−1(G), since

(〈bh〉 : 〈b1, . . . , bh−1〉 ∩ 〈bh〉) =
(〈

ap
h

〉 : 〈a1, . . . , ah−1〉 ∩
〈
ap

h

〉) = pν−1.

From this we deduce the estimate

sk+1,ν−1(G) ≥ sk,ν(G)ph−1, ν ≥ 1, k ≥ 0. (2.4)

Next, letU be a subgroup counted bysk,0(G). These subgroups are in 1–1 correspondence
with subgroups ofG/〈xh〉 of index pk−aU , whereaU = (〈xh〉 : U ∩ 〈xh〉). Fix aU , and
consider all subgroups ofG/〈xh〉 of index pk+1−aU . By our inductive hypothesis, the
number of these subgroups is larger by a factorβ(p, h−1) than the number of subgroups
of index pk−aU , and, changing, if necessary, the power ofxh occurring, we find that all
these subgroups correspond to subgroups of indexpk+1 in G. Hence,

spk+1(G) ≥ sk,0(G)β(p, h − 1), k ≥ 0. (2.5)

Summing (2.4) overν ≥ 1, and adding (2.5), we obtain

spk (G) ≤
(
β(p, h − 1)−1+ p1−h

)
spk+1(G),

and therefore

β(p, h) ≥
(
β(p, h − 1)−1+ p1−h

)−1
.

Defineβ∗(p, h) by β∗(p,3) = p and

β∗(p, h) =
(
β∗(p, h − 1)−1+ p1−h

)−1
, h ≥ 4.
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Generalized partition functions and subgroup growth 285

Thenβ(p, h) ≥ β∗(p, h), and, forp→∞, we have

β∗(p, h) ≥ p
∞∏

h=4

(
1+ p2−h

)−1 = p+ O(1).

Finally, we haveβ∗(p, h) ≥ β∗(2, h), and by induction onh we obtain

β∗(p, h) ≥ β∗(2, h) = 2h−1

3 · 2h−3− 1
↘ 4

3
. �

3 Estimates for homomorphism numbers of nilpotent
groups

Our next result is a slightly improved version of the main result in [4]. We write logk for
thek-fold iterated logarithm, that is, log1 x = logx, and logk+1 x = log logk x.

Proposition 3.1 Let G be a finitely generated nilpotent group, and let α be the abscissa
of convergence of ζG(s) = ∑

sn(G)n−s. Then there exists some δ > 0, such that ζG(s)
can be continued meromorphically to Res > α − δ, and such that α is the only pole in
the domain {

s + it : s > α− δ

log2/3(3+ |t|) log1/3
2 (3+ |t|)

}
.

In particular, there exist polynomials P1 and P2, such that

∑
n≤x

sn(G) = P1(logx)xα + O
(

xαe−c log3/5 n log−1/3
2 n

)

and

∑
n≥1

sn(G)e
−n/x = P1(logx)xα +O

(
xαe

−c logn

log
2/3
2 n log

1/3
3 n

)
.

Proof: It is shown in the proof of [4, Theorem 4.16], that there exist Hecke charac-
tersχ1, . . . , χr , ψ1, . . . , ψs , constantsa1, . . . , ar , b1, . . . , br , c1, . . . , cs, d1, . . . , ds and
a Dirichlet seriesD(s), such thatD(s) converges absolutely for Res ≥ α − δ, and such
that

ζG(s) = L(a1s + b1, χ1)· · · L(ars + br, χr)

L(c1s + d1, ψ1)· · · L(crs + dr , ψr)
D(s).

For HeckeL-series, Hinz [6] proved a zero-free region of Vinogradoff–Korobov-type,2

that is, for a Hecke-characterχ there exists a constantc > 0, such thatL(σ + it, χ) �= 0

2 Confer [2] for a more general result.
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286 Müller -- Schlage-Puchta

for σ > 1− c
log2/3(|t|+3) log1/3

2 (|t|+3)
. Note that, since we consider a fixed set of characters,

potential Siegel zeros can only alter the value ofc. Hence,ζG(s) is holomorphic in this
region with the exception of a pole atα. Moreover, from the functional equation for Hecke
L-series we find that|L(σ + it, χ)| � 1+ |t|c uniformly in Res > 0. Define the path

γ =
{
α− δ

log2/3(3+ |t|) log1/3
2 (3+ |t|)

,−∞ < t <∞
}
.

Then we deduce that forδ sufficiently small,ζG(s) is holomorphic to the right ofγ with
the exception of a pole atα, and that onγ we have the estimate|ζG(s)| � 1+ |t|c. From
Perron’s formula3 we find that

∑
n≤x

sn(G) =
α+ 1

logx+iT∫
α+ 1

logx−iT

ζG(s)
xs

s
ds +O

(
xα logx

T

)

= resζG(s)
xs

s

∣∣∣
s=α +

∫
γ∩{|Ims|<T }

ζG(s)
xs

s
ds +O

(
xα logx

T

)

= P1(logx)xα +O
(

T cxαe
−c logx

log2/3 T log
1/3
2 T

)
+O

(
xα logx

T

)
,

and choosingT = exp(c log3/5 x log−1/3
2 x)we obtain our claim. The proof of the second

estimate is similar, now using the Mellin-transform

e−τ = 1

2πi

1+i∞∫
1−i∞

τ−s�(s) ds

instead of Perron’s formula. �

The following simple Tauberian theorem allows us to compare the coefficients of
power series diverging at similar speed.

Lemma 3.2 Let f =∑ anzn, g =∑ bnzn, and h =∑ cnzn be non-vanishing analytic
functions in the unit circle, and suppose that the sequences (an), (bn) are positive and
non-decreasing, and that h is non-decreasing in (0,1). Suppose that, for z ↗ 1 we have

log f(z) = logg(z)+O(logh(z)).

Then we have

logan = logbn +O(logn + logdn),

where

dn = min
0<z<1

z−nh(z).

3 Cf., for instance, [9, Lemma 3.12].
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Generalized partition functions and subgroup growth 287

Proof: Defineh∗(z) = f(z)
g(z) =

∑
c∗nzn. Thenh∗(z) ≤ h(z)C for some constantC and

z ∈ (0,1), and we obtain

c∗n ≤ min
0<z<1

z−nh(z)C ≤ dC
n .

Hence,an is the Cauchy convolution ofbn with a sequence bounded above bydC
n , and

we obtain

an =
n∑
ν=0

bνc
∗
n−ν ≤ nbndC

n ,

and therefore

logan ≤ logbn + O(logn + logdn).

By symmetry, our claim follows. �

Theorem 3.3 Let G be a finitely generated torsion-free nilpotent group. Then there exists
a rational number α and a polynomial P, such that

log(hn(G)) =
(

1+ O
(

e
−c logn

log
2/3
2 n log

1/3
3 n

))
P(log y) y1−α

where y is the unique solution in the interval 0< y < 1 of the equation

2πn = y−α
(
(α− 1)P(log y)− P′(log y)

)
. (3.1)

In particular, we have

loghn(G) =
(

C +O
(

1

logn

))
n(α−1)/α logd/α n

for some positive constant C.

Proof: From Lemma 2.1 we find thathn(G) equals the coefficient ofzn in the product
(2.1). We have

H(z) = exp

( ∞∑
n=1

∞∑
ν=1

η(n)
znν

ν

)
,

where the series converges for|z| < 1, and all coefficients are real and positive. Setting
f(τ) = H(e−τ), we have

log f(τ) =
∞∑

n=1

∞∑
ν=1

η(n)
e−τnν

ν

= 1

2πi

1+α+i∞∫
1+α−i∞

τ−s �(s) ζG(s + 1) ds,
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where we have used the Mellin-transform

e−τ = 1

2πi

1+i∞∫
1−i∞

τ−s�(s) ds,

the interchanging of sum and integral being justified by absolute convergence. Letγ be
the path

γ =
{
α− 1− δ

log2/3(|t| + 3) log1/3
2 (|t| + 3)

,−∞ < t <∞
}
,

whereδ is chosen small enough to ensure thatζG(s) has no singularities to the right ofγ
with the exception ofα− 1. Shifting the line of integration toγ we find that for|τ| → 0

log f(τ) = resτ−s �(s) ζG(s + 1)
∣∣∣
s=α−1

+ 1

2πi

∫
γ

τ−s �(s) ζG(s + 1) ds

= P(logτ) τ1−α + O
(
τ1−αe

− c| logτ |
log2/3 | logτ | log

1/3
2 | logτ |

)
,

whereP is a polynomial with positive leading coefficient. Reintroducingz, we obtain

log H(z) = P(log(1− z))(1− z)1−α + O
(
(1− z)1−αe−

c| log(1−z)|
log | log(1−z)|

)
.

Sinceη(1) = 1, the sequencehn(G) is non-decreasing, and we can apply Lemma 3.2.
We have

min
0<z<1

z−n exp

(
(1− z)1−αe

− c| log(1−z)|
log2/3 | log(1−z)| log

1/3
2 | log(1−z)|

)

= z−n
0 exp

(
(1− z0)

1−αe
− c| log(1−z0)|

log2/3 | log(1−z0)| log
1/3
2 | log(1−z0)|

)
,

wherez0 is the minimum of the functionz−n exp
(
(1− z)1−α

)
, which we approximate

by 1−
(
α−1

n

)1/α
. We deduce

loghn(G) = log
(
[zn] exp

(
P(log(1− z))(1− z)1−α

))
+O

(
n
α−1
α e

−c logn

log
2/3
2 log

1/3
3 n

)
.

Let D be a Dirichlet series, holomorphic in the complex plane with a single pole atα,
such thatD andζG have the same principal part inα. For instance, we may chooseD to
be a polynomial inζ(s − α+ 1). Then, we can repeat our argument withζG replaced by
D, hence, it suffices to prove our assertion under the assumption thatζG has holomorphic
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continuation to the entire plane. Arguing as above, but shifting the line of integration to
−1+ ε + it, we obtain

log f(τ) = P(logτ)τ1−α +O
(
τ1−ε) .

Setτ = y + ix. We show thatf(τ) is small compared tof(y), unlessx is very small.
Suppose first thatx > y4/3. From Lemma 2.2 and the definition ofη(n) we find that
η(n) > 1 for almost alln, and therefore

Re
∞∑

n=1

∞∑
ν=1

η(n)
e−nνy+inνx

ν
≤ Re

∞∑
n=1

∞∑
ν=1

η(n)
enνy

ν
−

∑
n:η(n)≥1

e−ny(1− Reeinx)

≤ log f(y)− cx2

y3
,

that is,| f(τ)| ≤ f(y)e−cy−1/3
. For smaller values ofx, we use the Taylor series for logz

to obtain

log f(τ) = log f(y)+ ixy−α
(
(1− α)P(log y)+ P′(log y)

)
+ x2y−α−1 (α(1− α)P(log y)+ (2α− 1)P′(log y)− P′′(log y)

)+O (x3y−α−2
)
.

(3.2)

We have

hn(G) =
1/2∫

−1/2

f(y + 2πix)eny+2πinx dx, (3.3)

and we choosey such that the factore2πinx and the linear term in (3.2) cancel, that is, we
fix y as in (3.1). From what we have shown so far we know that we may restrict the range
of integration in (3.3) to the interval(−y2/3, y2/3), and in this range we can apply (3.2)
to obtain

hn(G) =
(
1+O

(
y1/3

))
f(y)

y2/3∫
−y2/3

exp
(

x2y−α−1Q(log y)
)

dx,

where

Q(log y) = (α(1− α)P(log y)+ (2α− 1)P′(log y)− P′′(log y)
)

is negative fory sufficiently small. We deduce that

loghn(G) = log f(y)+O(logn),

which is far better than needed. Finally, ifd is the degree ofP, we havey � ( n
logd n

)−1/α
,

and therefore

log f(y) ∼ cy1−α logd y � n(α−1)/α,
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that is,

log f(y)+ O
(

n(α−1)/αe−c logn
log logn

)
=
(

1+O
(

e
−c logn

log
2/3
2 n log

1/3
3 n

))
f(y),

which proves our claim. �

For free abelian groups we can do better.

Proposition 3.4 For k ≥ 2, there exists an asymptotic expansion

loghn

(
Z

k
)
≈ �(k)

(
1+

∞∑
ν=1

βν ykν

)
,

where

�(k) =
√
π

A
er1y−k+r2y−k+1+ny y

k+2
2 ,

y is the unique positive solution of the equation

kr1y−k−1 + (k − 1)r2y−k = n, (3.4)

and

r1 = (k + 1)! ζ(2)· · ·ζ(k − 1), (3.5)

r2 = −1

2
k! ζ(2)· · ·ζ(k − 2),

A = r1

(
k + 1

2

)
− r2y

(
k

2

)
.

Proof: We have4

ζZk (s) = ζ(s) ζ(s − 1)· · ·ζ(s − k + 1),

and sinceζ(s) = 0 for all negative even integers, we see thatζZk (s) has simple poles at
s = k ands = k − 1 with residuumr1 = ζ(2)· · ·ζ(k) and

r2 = ζ(0) ζ(2) ζ(3)· · ·ζ(k − 1) = −1

2
ζ(2) ζ(3)· · ·ζ(k − 1),

respectively, and thatζZk (s) = 0 for all integersn ≤ max(0, k−4). Hence,ζZk (s)�(s+1)
is holomorphic in the entire plane with the exception of the two poles aforementioned.
Fix an integer� > 1. From the functional equation ofζ we deduce that for Res = −1

2−�,
we have for argτ < π

4 the bound

|�(s + 1)ζZk (s)| � |s|k2
�(−s/2)k �� (1+ |t|)k2

e−
π
4 kt ,

4 Cf. [5, Proposition 1.1] or [7, Chapter 15].
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and we can estimate the integral

− 1
2−�+i∞∫

− 1
2−�−i∞

τ−s�(s + 1)ζZk(s + 1) ds �� |τ| 12+�
∞∫

−∞
(1+ |t|)k2

e−
π
4 kt dt � |τ|1/2+�.

Hence, we deduce that

f(τ) = r1τ
−k + r2τ

−k+1 + O
(
|τ|1/2+�

)
,

wherer1 andr2 are given in (3.5). Ifx > y4/3, we have| f(τ)| ≤ f(y)e−y−1/3
as in the

proof of Theorem 3.3. After these preparations the proof of Proposition 3.4 mimics the
proof of Meinardus’ Theorem as given in [1, Chapter 6]. We have

hn

(
Z

k
)
=

1/2∫
−1/2

f(y + 2πix)eny+2πinxdx,

and use our estimates forf(τ) first to bound the integral over the range|x| > y4/3, and

then to transform the integrand. Definingy as in (3.4) and substitutingω = xy− k+2
2 , we

finally obtain

hn

(
Z

k
)
=
(
1+O�

(
|τ|1/2+�

))
f(y)eny y

k+2
2

y−
k
2+ 1

3∫
−y−

k
2+ 1

3

exp
(
−Aω2−�(ω)

)
dω

where

�(ω) = r1

∞∑
ν=3

(−k

ν

)
ω2
(

iωyk/2
)ν−2+ r2y

∞∑
ν=3

(−k + 1

ν

)
ω2
(

iωyk/2
)ν−2

and

A = r1

(−k

2

)
− r2y

(−k + 1

2

)
.

Set

e−�(z) =
∞∑
ν=0

ανz
ν.

Then we haveα1 = α2 = 0, and

αν � y
k
2

([
ν
3

]
+(νmod 3)

)
,
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and truncating this series afterν = N, we introduce an error of sizey(N−1)k/6. Hence, we
obtain

y−
k
2+ 1

3∫
−y−

k
2+ 1

3

exp
(
−Aω2−�(ω)

)
dω =

N∑
ν=0

αν

y−
k
2+ 1

3∫
−y−

k
2+ 1

3

e−Aω2
ων dω+ O

(
y(N−1)k/6

)
.

By symmetry, the integral vanishes for oddν, and we deduce the existence of an asymptotic
expansion

y−
k
2+ 1

3∫
−y−

k
2+ 1

3

exp
(
−Aω2−�(ω)

)
dω ≈

√
π

A

(
1+

∞∑
ν=1

βν ykν

)
.

Since� can be chosen arbitrarily large, our claim follows. �

For example, fork = 3, settingx = y−1 we have to solve

96ζ(2)ζ(3)x4− 3ζ(2)x3 = n,

which can be expanded into an asymptotic series inn−1/4 as

x = 1

ζ(3)

(
1

2

(
ζ(3)3/4n1/4

π1/2

)
+ 1

128
+ 3

16384

(
ζ(3)3/4n1/4

π1/2

)−1

+ 1

262144

(
ζ(3)3/4n1/4

π1/2

)−2

+ 15

268435456

(
ζ(3)3/4n1/4

π1/2

)−3

− 77

2199023255552

(
ζ(3)3/4n1/4

π1/2

)−5

− 3

2199023255552

(
ζ(3)3/4n1/4

π1/2

)−6

− 1989

72057594037927936

(
ζ(3)3/4n1/4

π1/2

)−7)
+O

(
n−9/4

)
.

Next, we computeαν for even valuesν. We haveα2 = 0, and

α4 = 5

2
(96ζ(3)− 1)π2y3

α6 = −1

2
π2y3

(
896ζ(3)y3− 7y3+ 25600π2(ζ(3))2− 640π2ζ(3)+ 4π2

)
,

andαν � y6 for ν ≥ 8. From this we obtain

y−
k
2+ 1

3∫
−y−

k
2+ 1

3

exp
(
−Aω2−�(ω)

)
dω =

√
π

A

(
1+ 3

4
α4A−2+ 15

8
α6A−3

)
+O

(
y6
)
,
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that is,

β1 = 81920ζ(3)2− 2240ζ(3)+ 14

27π2(64ζ(3)− 1)3
.

Putting our estimate fory andβ1 into Proposition 3.4, we obtain

hn

(
Z

3
)
=

√
2

12π9/4ζ(3)5/8n5/8(64ζ(3)− 1)

×exp

(
4
√
π 4
√
ζ(3)n3/4− π

√
n

16
√
ζ(3)

− π3/2 4
√

n

2048ζ(3)5/4

)

×
(
1+ γ1n−1/4+ γ2n−1/2+ γ3n−3/4+O

(
n−1

))
with

γ1 =
√

2
(
7π2+ 1310720ζ(3)2

)
268435456π3/4ζ(3)27/8

γ2 =
(
35127296π2ζ(3)2+ 49π4+ 3092376453120ζ(3)4

)
18014398509481984π(3/4)ζ(3)49/8

γ3 =
√

2P
(
ζ(3)1/4, π1/2

)
16320498564797493858533376ζ(3)33/4π21/8ζ(3)5/8(64ζ(3)− 1)3

,

where

P(x, y) = 6189700196426901374495621120x41 − 169249614746048084458864640x37

+ 22313181631559073634713600x36y7+ 1057810092162800527867904x33

− 1045930388979331576627200x32y7+ 384733508967006732288x28y11

+ 16342662327802055884800x28y7− 18034383232828440576x24y11

− 85118032957302374400x24y7+ 1285810129207296x20y15

+ 281787238012944384x20y11− 60272349806592x16y15

− 1467641864650752x16y11+ 809238528x12y19+ 941755465728x12y15

− 4904976384x8y15− 37933056x8y19+ 592704x4y19− 3087y19.

It can be seen from the computations leading to this example, that the main source of
error is the approximation of the solutions of (3.4), whereas the contribution of the series∑
βνykν is comparably small and simple.

4 Subgroup growth of free products of nilpotent groups
Theorem 4.1 Let G1, . . . ,Gr be finitely generated torsion-free nilpotent groups, and set
� = G1 ∗ · · · ∗ Gr. Then there exist polynomials Pν with positive leading coefficients,
such that

logsn(�) = (r − 1)n logn +
(

1+O
(

e
−c logn

log
2/3
2 n log

1/3
3 n

))
r∑
ν=1

Pν(log yν)y
1−αν
ν ,
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where yν is the unique solution of the equation

n = y−ανν

(
(αν − 1)Pν(log yν)− P′ν(log yν)

)
,

and αν is the abscissa of convergence of ζGν (s). The polynomials Pν can be computed
from the principal part of the Laurent-expansion of ζGν (s) in s = αν, and the degree of
Pν equals the order of the pole of ζGν (s) in s = αν diminished by 1. Moreover, if each of
the groups Gν is free abelian, there exists an asymptotic expansion

sn(�) = n · n!r−1
r∏
ν=1

�(kν)

(
1+

∞∑
ν=1

aνn
−ν/m

)
,

where kν is the rank of Gν, �(kν) is given in Proposition 3.4, and m is the least common
multiple of k1, . . . , kr.

Proof: From Theorem 3.3 and the universal property of free products we find thatnhn(�)

satisfies the estimate stated forsn(�). Since by [8, Proposition 4] the asymptoticssn(�)

∼ nhn(�) holds true for all finitely generated groups having a non-trivial free factor, our
first claim follows. Similarly, for the case of free abelian factors it suffices to show that
there exists an asymptotic expansion

sn(�) = nhn(�)

(
1+

∞∑
ν=1

aνn
−ν/m

)
.

Comparing coefficients in (2.3), we obtain the transformation formula

sn(�) = nhn(�)−
n−1∑
ν=1

sν(�)hn−ν(�),

and, together with the asymptotic expansions forhn(Gν) in Proposition 3.4, our claim
follows. �

As an example, we consider� = Z2 ∗Z3. From the Hardy–Ramanujan–Rademacher
theorem (cf., for instance, [1, Theorem 5.1]) we deduce

hn

(
Z

2
)
= p(n) = 1

4
√

3n
eπ
√

2n/3

(
1− 1

48
√

n
−

√
3

π
√

2
√

n
+O

(
1

n

))
,

and the first terms of the asymptotic expansion ofhn(Z
3) have been computed in the last

section. We obtain

sn

(
Z

2∗ Z3
)
= nhn

(
Z

2∗ Z3
){

1+ O
(

n−1
)}

=
√

2

48
√

3π9/4ζ(3)5/8n13/8(64ζ(3)− 1)

× exp

(
4
√
π 4
√
ζ(3)n3/4− π(16

√
2ζ(3)−√3)n1/2

16
√

3ζ(3)
− π3/2n1/4

2048ζ(3)5/4

)

×
{
1+ γ1n−1/4+ γ2n−1/2+ γ3n−3/4+O

(
n−1

)}
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where

γ1 =
√

2
(
7π2+ 1310720ζ(3)2

)
268435456π3/4ζ(3)27/8

,

γ2 =
√

2P2
(
ζ(3)1/2, π

)
54043195528445952π9/4ζ(3)49/8 ,

γ3 =
√

2P3
(
ζ(3)1/4π1/2

)
16320498564797493858533376π13/8ζ(3)71/8(64ζ(3)− 1)3

,

with polynomialsP2, P3 given by

P2(x, y) = − 140737488355328yx11− 3377699720527872
√

3
√

2x11

+ 105381888y4x4+ 147y6+ 9277129359360y2x8,

P3(x, y) = 6189700196426901374495621120x41− 169249614746048084458864640x37

+ 22313181631559073634713600x36y7+ 1057810092162800527867904x33

− 1045930388979331576627200x32y7+ 384733508967006732288x28y11

+ 16342662327802055884800x28y7− 18034383232828440576x24y11

− 85118032957302374400x24y7− 435213295061266502894223360x21y5

− 10445119081470396069461360640
√

6x21y3+ 1285810129207296x20y15

+ 281787238012944384x20y11+ 20400623205996867323166720x19y5

+ 489614956943924815756001280
√

6x19y3− 2324289753287403503616x17y9

− 55782954078897684086784
√

6x17y7− 318759737593701051924480x17y5

− 7650233702248825246187520
√

6x17y3− 60272349806592x16y15

− 1467641864650752x16y11+ 108951082185347039232x15y9

+ 2614825972448328941568
√

6x15y7+ 1660206966633859645440x15y5

+ 39844967199212631490560
√

6x15y3− 1702360659146047488x13y9

− 40856655819505139712
√

6x13y7+ 809238528x12y19+ 941755465728x12y15

+ 8866461766385664x11y9+ 212795082393255936
√

6x11y7

− 37933056x8y19− 4904976384x8 y15+ 592704x4y19− 3087y19.
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