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1. Introduction

A group G is virtually free, if it contains a free subgroup of finite index, or, equivalently,1

if it is the fundamental group of a (connected) graph of finite groups of bounded order.
For a finitely generated virtually free group G (that is, the fundamental group of a finite
graph of finite groups), denote by fλ(G) the number of free subgroups of index λmG in
G, where mG denotes the least common multiple of the orders of the finite subgroups
in G. The present paper is concerned with the behaviour modulo p of fλ(G), where G
is as above and p is a prime dividing mG.

Over the years, the sequence fλ(G) has been subject to a fair amount of study; cf.
for instance [9], [10], [16], [18], [20], [34], [35]. Today, the asymptotics and growth
behaviour of the function fλ(G) are well understood, as is its precise connection with
the structure of G; for instance, it is shown in [16] that, for χ(G) < 0,

fλ(G) ∼ KG

(mGλ

e

)−mGχ(G)λ

λ1+
|E|−|V |

2 (λ→∞),

where

KG = mG

√
(2πmG)|E|−|V |

∏
v∈V

|G(v)|/
∏
e∈E

|G(e)|.

Here, G ∼= π1(G(−), X) is a decomposition of G in terms of a finite graph of finite
groups, and V,E denote, respectively, the set of vertices and (geometric) edges of X.
Parallel to these investigations, other subgroup counting functions have been studied
over the last two decades, most notably the number sn(G) of index n subgroups in
a finitely generated group G; in particular, building on asymptotic machinery for the
coefficients of entire functions of finite genus developed in [21], growth and asymptotic
behaviour of sn(G) have been determined in [19] for the case of a free product

G = G1 ∗G2 ∗ · · · ∗Gs ∗ Fr
with finite groups Gσ.2

On the other hand, apart from some isolated results for certain individual groups (for in-
stance the modular groups PSL2(Z) and SL2(Z)), very little was known until recently

1This equivalence is known as the structure theorem for virtually free groups. It was proved in
the finitely generated case by Karrass, Pietrowski, and Solitar [11], building heavily on the work of
Stallings [32] on groups with infinitely many ends. The countably generated case was established by
Cohen [3], while in its full generality the result is due to Scott [30].

2An exposition of these and other results concerning the function sn(G) can be found in the forth-
coming book [13] by Lubotzky and Segal.
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concerning divisibility properties of the functions fλ(G) and sn(G).3 The situation
changed with the presentation of the papers [24], [25], and [28], and, at the time of
writing, a substantial body of knowledge has formed, mostly concerning modular prop-
erties of the function sn(G). These developments are surveyed in [27]. However, in
contrast to the marked progress for the function sn(G), results concerning divisibility
properties of the function fλ(G) are known so far only in the case where p = 2 and
G = H(q) ∼= C2 ∗ Cq is a Hecke group for some q ≥ 3; cf. [25, Sections 3–4] and [27,
Section 6]. Indeed, extension of this theory of ‘free parity patterns in Hecke groups’ to
a more substantial class of virtually free groups and a larger set of primes was posed as
a problem in [27], and the present paper seeks to fill this gap.

Define the type τ(G) of a finitely generated virtually free group G ∼= π1(G(−), X) as
the tuple

τ(G) =
(
mG; ζ1(G), . . . , ζκ(G), . . . , ζmG

(G)
)
,

where the ζκ(G) are integers indexed by the divisors of mG, given by

ζκ(G) =
∣∣{e ∈ E : |G(e)|

∣∣κ}∣∣ − ∣∣{v ∈ V : |G(v)|
∣∣κ}∣∣

with V and E as above. We have ζκ(G) ≥ 0 for κ < mG and ζmG
(G) ≥ −1, with

equality occurring in the latter inequality if and only if X is a tree; cf. [16, Lemma 2]
and [17, Proposition 1]. It can be shown that the type τ(G) is in fact an invariant
of the group G, that is, independent of the particular decomposition of G in terms of
a graph of groups (G(−), X), and that two virtually free groups G1 and G2 contain
the same number of free subgroups of index n for each positive integer n if and only
if τ(G1) = τ(G2); cf. [16, Theorem 2]. For a finitely generated virtually free group G
and a prime p define the free rank µ(G) and the p-rank µp(G) of G by means of the
formulae

µ(G) = 1 +
∑
κ|mG

ϕ(mG/κ)ζκ(G) (1)

respectively

µp(G) = 1 +
∑
p|κ|mG

ϕ(mG/κ)ζκ(G), (2)

where ϕ is Euler’s totient function. The free rank µ(G) as defined above in terms of
the type τ(G) turns out to coincide with the rank of a free subgroup of index mG in
G; see the beginning of Section 2. A combinatorial interpretation of the p-rank µp(G)
of G occurs in Section 3, in the proof of Lemma 1. Having given these definitions, we
can now state our main results.

Theorem A. Let G, G1, G2 be finitely generated virtually free groups, and let p be a
prime dividing mG, mG1 , mG2.

(i) If µp(G) > 0, then fλ(G) ≡ 0 mod p for all λ ≥ 1.

(ii) If µp(G1) = µp(G2) = 0, then we have fλ(G1) ≡ fλ(G2) mod p for all λ ≥ 1
if and only if µ(G1) = µ(G2).

3Cf. [6], [7], [8], [15, Satz 2], [16, Proposition 6], [22], [34], or the introduction of [27] for results in
this direction obtained prior to and including 1998.
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(iii) Suppose that µp(G) = 0. Then the generating function
∑

λ fλ(G)zλ is rational
over GF (p) if and only if µ(G) = 0, or µ(G) = 1 and p = 2; in particular, the
set

N ∗p(G) :=
{
λ ∈ N : fλ(G) 6≡ 0 mod p

}
is infinite, provided that µp(G) = 0 and µ(G) ≥ 1.

(iv) Suppose that µp(G) = 0 and that µ(G) ≥ 1. Then every entry of N ∗p(G) is
congruent to 1 modulo (p−1)pνp(µ(G)); moreover, the first two entries of N ∗p(G)
are 1 and α∗pG = 1 + (p− 1)pνp(µ(G)), and we have4

f1(G) ≡ (−1)
µ(G)
p−1 mod p,

fα∗pG (G) ≡ (−1)
µ(G)
p−1
−1〈pνp(µ(G)) | µ(G)/(p− 1)

〉
mod p.

Here, νp(x) denotes the p-adic norm of x, that is, the exponent of p in the prime
decomposition of x.

Theorem B. Let G and p be as in Theorem A, and suppose that µp(G) = 0.

(i) For λ ≥ 1, the function fλ(G) satisfies the congruence

fλ(G) ≡ (−1)
(µ(G)−1)λ+1

p−1 λ−1
(µ(G)λ

p−1
λ−1
p−1

)
mod p.

(ii) We have

N ∗p(G) =

{
λ ∈ N : sp

(λ− 1

p− 1

)
+ sp

((µ(G)− 1)λ+ 1

p− 1

)
− sp

(µ(G)λ

p− 1

)
− sp(λ− 1) + sp(λ) = 1

}
.

Here, sp(x) denotes the sum of digits in the p-adic expansion of x. Furthermore,
throughout this paper, we use the convention that a binomial coefficient

(
α
n

)
equals

zero if n 6∈ N0.

Theorem C. Let G and p be as in Theorem A, and suppose that µp(G) = 0 and that
µ(G) ≥ 2. Then the following assertions are equivalent:

(i) N ∗p(G) =

{
((p− 1)µ(G))σ − 1

(p− 1)µ(G)− 1
: σ = 1, 2, . . .

}
.

(ii) fλ(G) ≡ 0 mod p for 2 ≤ λ ≤ (p− 1)µ(G).

(iii) µ(G) is a 2-power, and p = 2.

A few comments on Theorems A–C are in order. Theorem A collects together a mis-
cellany of information concerning the function fλ(G). Part (i) allows us to restrict
attention to the case where µp(G) = 0, while part (ii) states that for such groups G
the mod p behaviour of fλ(G) is precisely classified by the free rank µ(G). Part (iv)

4For a power series f(z) and a non-negative integer n, we denote by 〈zn | f(z)〉 the coefficient of zn

in f(z). Here, the expansion of µ(G)/(p− 1) to base p is interpreted as a formal power series in p.
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describes an interesting divisibility property of the set N ∗p(G), while part (iii) settles
the question when the series

∑
λ fλ(G)zλ is rational over GF (p): apart from the trivial

case where µp(G) > 0, this happens if and only if G is finite of order divisible by p,
or G ∼= G1 ∗S G2 with finite groups Gi, S of odd order, (G1 : S) = (G2 : S) = 2, and
p = 2. Theorem B provides a surprisingly explicit combinatorial description of fλ(G)
and N ∗p(G). As is apparent from this description, the sets N ∗p(G) with µp(G) = 0 will
in general not lend themselves to a characterization in closed form as in the case of the
modular groups; instead, N ∗p(G) generically tends to inherit the well-known kind of
fractal behaviour observed in Pascal’s triangle when evaluated modulo a prime. There is
however one special case where we can describe the sets N ∗p(G) in a completely explicit
way; this is the subject matter of Theorem C, which provides an optimal generalization
of Stothers’ formula for the parity of fλ(PSL2(Z)); cf. [34]. As is well known, Fermat

primes, that is, prime numbers of the form 22λ + 1 with λ ≥ 0, satisfy (or can even be
characterized by) a number of curious regularity conditions; for instance, according to
Gauß,5 a regular p-gon (p > 2 a prime) can be constructed by compass and ruler if and
only if p is a Fermat prime. By specializing Theorem C to the case where p = 2 and
G = H(q) is a Hecke group for some prime q ≥ 3, we obtain a new such characterization
in terms of the free parity pattern of the associated Hecke group.

Corollary C′. Let q > 2 be a prime number. Then q is a Fermat prime if and only if

fλ(H(q)) ≡ 1 mod 2⇐⇒ λ =
(q − 1)σ − 1

q − 2
for some σ ≥ 1.

The key to Theorems A–C is the functional equation

X∗pG (z) = z
(
X∗pG (z)

)µp(G)
((
X∗pG (z)

)p−1 − 1
)µ(G)−µp(G)

p−1
, p | mG (3)

for the mod p projection X∗pG (z) of the generating function
∑

λ fλ(G)zλ, whose proof
occupies Sections 2–5. In Sections 6 and 7 we exploit identity (3) to obtain the results
described above concerning the mod p behaviour of the function fλ(G); the contents of
Theorem A is the subject matter of Section 6, while Section 7 deals with Theorems B
and C. Part of the proof of Theorem B consists in the construction of a canonical lifting
X̂∗pG (z) ∈ Z[[z]] for the GF (p)-series X∗pG (z), and the paper concludes with a number of

combinatorial interpretations for the coefficients of X̂∗pG (z) in the case where p = 2 and
µ(G) ≥ 2.

2. A recurrence relation for fλ(G)

Define the free rank µ(G) of G to be the rank of a free subgroup of index mG in G. The
existence of such a subgroup follows from [31, Lemmas 8 and 10] or [16, formulae (3)
and (9)]. Observe that µ(G) is connected with the Euler characteristic of G via

µ(G) + mGχ(G) = 1, (4)

5Disquisitiones Arithmeticae, § 366.
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which shows in particular that µ(G) is well–defined. The Euler characteristic of G in
turn can be expressed in terms of the type τ(G) via

χ(G) = −m−1G

∑
κ|mG

ϕ(mG/κ)ζκ(G). (5)

Indeed,∑
κ|mG

ϕ(mG/κ)ζκ(G) =

mG∑
k=1

[∣∣{e ∈ E : |G(e)| | k
}∣∣− ∣∣{v ∈ V : |G(v)| | k

}∣∣]
=
∑
e∈E

mG

|G(e)|
−
∑
v∈V

mG

|G(v)|
= −mGχ(G),

the last equality coming from the fact that the Euler characteristic χ(G) in the sense
of Wall coincides with the equivariant Euler characteristic χX̃(G) relative to the tree

X̃ associated with G in the sense of Bass and Serre; cf., for example, [1, Chapter IX,
Proposition 7.3]. Equations (4) and (5) imply in particular that, if two virtually free
groups have the same number of free index n subgroups for each n, then their Euler
characteristics and free ranks must coincide. The following result will be the starting
point of our investigation.

Proposition 1. Let G be a finitely generated virtually free group. Then the function
fλ(G) satisfies the recursion

fλ+1(G) =

µ(G)∑
µ=1

∑
λ1,...,λµ>0

λ1+···+λµ=λ

(µ!mµ
G)−1 F (G)

µ (λ1, . . . , λµ)

µ∏
j=1

fλj(G)

(λ ≥ 1, f1(G) = A0(G))

(6)

with coefficients

F (G)
µ (λ1, . . . , λµ) :=

µ(G)∑
ν=µ

ϑν(G)Fµ,ν(λ1, . . . , λµ),

where

Fµ,ν(λ1, . . . , λµ) := ν!
∑

ν1,...,νµ≥0
ν1+···+νµ=ν−µ

µ∏
j=1

[(
λj − 1

νj

)/
(νj + 1)

]

and the integers ϑµ(G) are given in terms of the type τ(G) via

ϑµ(G) =
1

µ!

µ∑
j=0

(−1)µ−j
(
µ

j

)
mG (j + 1)

∏
κ|mG

∏
1≤k≤mG

(mG,k)=κ

(jmG + k)ζκ(G), 0 ≤ µ ≤ µ(G).

(7)

This is [25, Proposition 1]. However, since [26] has not yet appeared in print, we include
the proof for the convenience of the reader.
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Proof of Proposition 1. Define a torsion-free G-action on a set Ω to be a G-action on Ω
which is free when restricted to finite subgroups. For a finite set Ω to admit a torsion-
free G-action it is necessary and sufficient that |Ω| be divisible by mG. For λ ∈ N0,
define gλ(G) by the condition that

(λmG)! gλ(G) = number of torsion-free G-actions on a set with λmG elements,

in particular g0(G) = 1. Then the arithmetic functions fλ(G) and gλ(G) are related via
the transformation formula6∑

1≤µ≤λ

fµ(G) gλ−µ(G) = mGλgλ(G), λ ≥ 1. (8)

Moreover, the generating function ΘG(z) :=
∑

λ≥0 gλ(G)zλ is known to satisfy the
homogeneous linear differential equation

ϑ0(G) ΘG(z) + (ϑ1(G) z −mG) Θ′G(z) +

µ(G)∑
µ=2

ϑµ(G) zµ Θ
(µ)
G (z) = 0 (9)

of order µ(G) with integral coefficients ϑµ(G) as defined in Proposition 1; cf. [16,
Proposition 5]. In view of equation (8), the series

ΞG(z) :=
∑
λ≥0

fλ+1(G)zλ

is related to ΘG(z) via the identity

ΞG(z) = mG
d

dz

(
log ΘG(z)

)
. (10)

Applying Bell’s formula7

dµ

dzµ
α(β(z)) =

∑
π`µ

µ!∏
j≥1 πj!

[∏
j≥1

(
β(j)(z)

j!

)πj]
α(||π||)(β(z)) (11)

for the derivatives of a composite function with α(t) = et and β(z) = m−1G

∫
ΞG(z) dz,

we find that

Θ
(µ)
G (z) = µ! ΘG(z)

µ∑
ν=1

∑
µ1,...,µν>0
µ1+···+µν=µ

(ν!mν
G)−1

ν∏
j=1

Ξ
(µj−1)
G (z)

µj!
, µ ≥ 1.

Combining the latter identities for 1 ≤ µ ≤ µ(G) with (9), we obtain the differential
equation

ΞG(z) = ϑ0(G) +

µ(G)∑
µ=1

µ∑
ν=1

∑
µ1,...,µν>0
µ1+···+µν=µ

(
µ

µ1, . . . , µν

)
(ν!mν

G)−1 ϑµ(G) zµ
ν∏
j=1

Ξ
(µj−1)
G (z)

(12)
for ΞG(z), and Proposition 1 follows by comparing coefficients in (12). 2

6Cf. [16, Corollary 1] or [5, Proposition 1]. See also [23] for a far reaching generalization of the
latter result.

7See the beginning of Section 4 for the conventions concerning number partitions used in this paper.



7

3. A divisibility property of ϑµ(G)

Our next result describes an important divisibility property of the numbers ϑµ(G)
introduced in Proposition 1.

Lemma 1. Let G be a finitely generated virtually free group, and let p be a prime.

(i) For 0 ≤ µ ≤ µ(G), the integer ϑµ(G) is divisible by mµ
G.

(ii) If mG is divisible by p, then8

m−µG ϑµ(G) ≡ (−1)
µ(G)−2µp(G)+µ

p−1

(µ(G)−µp(G)

p−1
µ−µp(G)

p−1

)
mod p.

Proof. (i) Let

KG =
{

1, . . . , 1︸ ︷︷ ︸
ζ′1

, . . . , k, . . . , k︸ ︷︷ ︸
ζ′k

, . . . ,mG, . . . ,mG︸ ︷︷ ︸
ζ′mG

}
be the multiset consisting of all integers 1 ≤ k ≤ mG, where k is taken with multiplicity

ζ ′k = ζ ′k(G) :=

{
ζ(k,mG)(G), k < mG

ζmG
(G) + 1, k = mG.

In view of (1), this multiset has∑
1≤k≤mG

ζ ′k(G) =
∑
κ|mG

κ<mG

ϕ(mG/κ)ζκ(G) + ζmG
(G) + 1 = µ(G)

elements. Think of KG as being linearly ordered as indicated above, and denote this
(strict) order by ≺. We have

ϑµ(G) =
1

µ!

µ∑
j=0

(−1)µ−j
(
µ

j

) ∏
k∈KG

(jmG + k), 0 ≤ µ ≤ µ(G). (13)

Also, ∏
k∈KG

(jmG + k) =

µ(G)∑
ν=0

(jmG)ν
( ∏
k∈KG

k

)( ∑
k1,...,kν∈KG

k1≺···≺kν

1

k1k2 · · · kν

)
. (14)

Inserting (14) into (13), interchanging summations, and using the fact that

1

µ!

µ∑
j=0

(−1)µ−j
(
µ

j

)
jν = S(ν, µ) (µ, ν ≥ 0)

8Recall the convention concerning binomial coefficients mentioned in the introduction.
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is a Stirling number of the second kind, we find that

ϑµ(G) = mµ
G

[( ∏
k∈KG

k

)( ∑
k1,...,kµ∈KG

k1≺···≺kµ

1

k1k2 · · · kµ

)
+

µ(G)∑
ν=µ+1

mν−µ
G S(ν, µ)

( ∏
k∈KG

k

)( ∑
k1,...,kν∈KG

k1≺···≺kν

1

k1k2 · · · kν

)]
.

This shows that ϑµ(G) is divisible by mµ
G for all 0 ≤ µ ≤ µ(G).

(ii) Now assume that p | mG. Then we infer from the previous equation that, for
0 ≤ µ ≤ µ(G),

m−µG ϑµ(G) ≡
( ∏
k∈KG

k

)( ∑
k1,...,kµ∈KG

k1≺···≺kµ

1

k1k2 · · · kµ

)
mod p. (15)

Moreover, we find that the multiset KG contains precisely∑
1≤k≤mG

p|k

ζ ′k(G) =
∑
κ|mG

κ<mG

p|κ

ϕ(mG/κ)ζκ(G) + ζmG
(G) + 1 = µp(G)

numbers divisible by p. Next, we observe that, for p | mG, the multisets

K
(i)
G,p :=

{
k ∈ KG : k ≡ i mod p

}
, 0 < i < p

all share the same cardinality. Indeed, for 0 < i < p,∑
1≤k≤mG

k≡i(p)

ζ ′k(G) =
∑

1≤k≤mG

k≡i(p)

ζ(k,mG)(G)

=
∑
p-κ|mG

ζκ(G)
∑

1≤k≤mG

(k,mG)=κ

k≡i(p)

1

=
∑
p-κ|mG

ζκ(G)
∑

1≤`≤mG/κ

(`,mG/κ)=1

`≡κ′i(p)

1 (κκ′ ≡ 1 mod p)

=
1

p− 1

∑
p-κ|mG

ϕ(mG/κ)ζκ(G)

=
µ(G)− µp(G)

p− 1
=: µ

(p)
0 (G).
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It follows that the multiset

K+
G,p :=

{
k ∈ KG : k 6≡ 0 mod p

}
allows a decomposition

K+
G,p =

µ
(p)
0 (G)∐
j=1

Xj (16)

with sets Xj satisfying9

|Xj| = p− 1, Xj ≡ [p− 1] mod p (1 ≤ j ≤ µ
(p)
0 (G));

in particular, we conclude from Wilson’s Theorem that∏
k∈K+

G,p

k ≡ (−1)µ
(p)
0 (G) mod p. (17)

Putting µ′ := µ − µp(G), decomposition (16) in conjunction with (15) and (17) now
yields

m−µG ϑµ(G) ≡
( ∏
k∈K+

G,p

k

)( ∑
k1,...,kµ′∈K

+
G,p

k1≺···≺kµ′

1

k1k2 · · · kµ′

)

≡ (−1)µ
(p)
0 (G)

( ∑
λ1,...,λ

µ
(p)
0 (G)

≥0

λ1+···+λ
µ
(p)
0 (G)

=µ′

µ
(p)
0 (G)∏
j=1

∑
1≤κ1,...,κλj≤p−1

κ1<···<κλj

1

κ1κ2 · · ·κλj

)
mod p.

(18)

At this stage of the proof, symmetric functions naturally enter the scene, when we
observe that modulo p∑

1≤κ1,...,κλj≤p−1
κ1<···<κλj

1

κ1κ2 · · ·κλj
≡

∑
1≤κ1,...,κλj≤p−1

κ1<···<κλj

κ1κ2 · · ·κλj = σλj(1, 2, . . . , p− 1) (19)

is a value of the elementary symmetric function σλj(x1, . . . , xp−1). Indeed, by inverting
and reducing a tuple (κ1, . . . , κλj) modulo p, and then re-ordering the resulting numbers,
we obtain an involution on the index set{

(κ1, . . . , κλj) ∈ [p− 1]λj : κ1 < · · · < κλj

}
,

identifying terms of the first sum in (19) with congruent terms of the second sum.
It is this connection (19) with the theory of symmetric functions, which allows us
to considerably simplify the last expression in (18). By the definition of elementary
symmetric functions and Fermat’s Theorem, we have∑

0≤ν<p

(−1)p−ν−1σp−ν−1(1, 2, . . . , p− 1)xν =
∏

0<i<p

(x− i) ≡ xp−1 − 1 mod p,

9For a positive integer n, we denote by [n] the standard set {1, 2, . . . , n} of size n.
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which, by comparing coefficients, yields

σj(1, 2, . . . , p− 1) ≡


1, j = 0

−1, j = p− 1

0, otherwise

mod p, j ≥ 0. (20)

Combining (18) with (19) and (20), it follows that modulo p

m−µG ϑµ(G) ≡ (−1)µ
(p)
0 (G)

∑
λ1,...,λ

µ
(p)
0 (G)

∈{0,p−1}

λ1+···+λ
µ
(p)
0 (G)

=µ′

µ
(p)
0 (G)∏
j=1

σλj(1, 2, . . . , p− 1)

≡ (−1)µ
(p)
0 (G)+µ′/(p−1)

(
µ
(p)
0 (G)

µ′/(p− 1)

)

= (−1)
µ(G)−2µp(G)+µ

p−1

(µ(G)−µp(G)

p−1
µ−µp(G)

p−1

)
,

and the proof of Lemma 1 is complete. �

4. A partition lemma

By a partition π we mean any sequence π = {πj}j≥1 of non-negative integers, such that
πj = 0 for all but finitely many j. The integer |π| =

∑
j≥1 j πj is called the weight of π,

and ||π|| =
∑

j≥1 πj is the norm or length of the partition π. If |π| = 0, π is called the

empty partition, otherwise π is non-empty. As usual, we also write π ` n for |π| = n,
and say that π is a partition of n. Moreover, for a positive integer n and a prime p,
we denote by νp(n) the p-adic valuation of n, that is, the exponent of p in the prime
decomposition of n. We shall require the following observation concerning the product
of parts of a partition.

Lemma 2. Let π = {πj}j≥1 be a partition, and let p be a prime. Then we have

νp

(∏
j≥1

jπj
)
≤ νp

(
(p(|π| − ||π||))!

)
(21)

with equality occurring if and only if either |π| = ||π||, or |π| = ||π||+ 1 and p = 2.

Proof. For a partition π, denote by L(π) the left-hand side of inequality (21), and by
R(π) the corresponding right-hand side. We establish our claim by induction on the
complexity measure

∑
j≥3 πj. If

∑
j≥3 πj = 0, then

L(π) = νp(2
π2) =

{
π2, p = 2

0, p ≥ 3
,

while

R(π) = νp
(
(pπ2)!

)
≥ π2 +

⌊
π2
p

⌋
;
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that is, L(π) ≤ R(π) with equality occurring precisely in the cases mentioned. Now
let π be a partition with

∑
j≥3 πj > 0, and let j ≥ 3 be some index with πj ≥ 1. We

assume that our claim holds for partitions with smaller complexity. Denote by π′ the
partition with

π′i =

{
πi, i 6= j

πj − 1, i = j
, i ≥ 1.

Now
L(π) = L(π′) + νp(j)

and, putting m := |π| − ||π||,
R(π) = R(π′) + νp

(
(pm)!

)
− νp

(
(p(m− j + 1))!

)
≥ R(π′) + j − 1.

Our claim follows now from the inequality L(π′) ≤ R(π′) coming from the induction
hypothesis, and the inequality j < pj−1, which holds for p ≥ 2 and all j ≥ 3. �

5. A functional equation for X∗G(z)

Fix a prime p, and let f̄
(p)
λ (G) denote the function fλ(G) evaluated modulo p. The

purpose of this section is to establish a functional equation for the generating function

X∗pG (z) =
∑
λ≥1

f̄
(p)
λ (G)zλ ∈ GF (p)[[z]]

in the case where mG is divisible by p. Rewrite (6) in the form

fλ+1(G) =

µ(G)∑
µ=1

C−1µ
∑

λ1,...,λµ>0

λ1+···+λµ=λ

p−(νp(µ!)+µνp(mG))F (G)
µ (λ1, . . . , λµ)

µ∏
j=1

fλj(G), λ ≥ 1,

(22)
with

Cµ :=
µ!

pνp(µ!)

( mG

pνp(mG)

)µ
,

and decompose F (G)
µ (λ1, . . . , λµ) as

F (G)
µ (λ1, . . . , λµ) = µ!ϑµ(G) + ∆(G)

µ (λ) + R(G)
µ (λ1, . . . , λµ),

where

∆(G)
µ (λ) :=

{
(µ+ 1)! (λ− µ)ϑµ+1(G)/2, µ < µ(G)

0, µ = µ(G)

and

R(G)
µ (λ1, . . . , λµ) :=

µ(G)∑
ν=µ+2

∑
ν1,...,νµ≥0

ν1+···+νµ=ν−µ

ϑν(G)
ν!

(ν1 + 1) · · · (νµ + 1)

(
λ1 − 1

ν1

)
· · ·
(
λµ − 1

νµ

)
.
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By Lemma 1(i) and Lemma 2, we have for ν ≥ µ ≥ 1

νp

( ν!ϑν(G)

(ν1 + 1) · · · (νµ + 1)

)
≥ νp(ν!) + ν νp(mG) − νp((p(ν − µ))!)

with equality occurring at most in the cases where ν − µ ≤ 1. It follows that, for
ν ≥ µ+ 2,

νp

(p−(νp(µ!)+µνp(mG))ν!ϑν(G)

(ν1 + 1) · · · (νµ + 1)

)
> νp(ν!) + ννp(mG)− νp((p(ν − µ))!)− νp(µ!)− µνp(mG)

≥ ν − µ + νp(ν!) − νp(µ!) − νp((p(ν − µ))!)

= νp

((pν
pµ

))
≥ 0.

Hence, for each µ ∈ [µ(G)], the term R
(G)
µ (λ1, . . . , λµ) is divisible by pνp(µ!)+µνp(mG), and

the quotient
R(G)
µ (λ1, . . . , λµ)/pνp(µ!)+µνp(mG)

is divisible by p. Furthermore, we claim that ∆
(G)
µ (λ) is also divisible by pνp(µ!)+µνp(mG)

for all µ ∈ [µ(G)], and that, modulo p,

∆(G)
µ (λ)/pνp(µ!)+µνp(mG) ≡


(
µ(G)−µ2(G)
µ−µ2(G)+1

)
λ, p = 2, 2 | µ < µ(G), ν2(mG) = 1,

& (ζmG/2(G), ζmG
(G)) 6≡ (0, 1) (2)

0, otherwise

. (23)

By definition of ∆
(G)
µ (λ), this is certainly true if µ = µ(G), and also holds for µ < µ(G)

and p 6= 2 by Lemma 1 (i). Hence, we may suppose that p = 2 and that µ < µ(G),
and consider divisibility of (µ+ 1)!ϑµ+1(G) by 21+ν2(µ!)+µν2(mG). Now, if µ is odd, then
ν2((µ + 1)!) > ν2(µ!), and our claim follows from the facts that mG ≡ 0 (2), and that,
by Lemma 1 (i), ϑµ+1(G) is divisible by 2(µ+1)ν2(mG). If, on the other hand, µ is even,
then ν2((µ + 1)!) = ν2(µ!), and Lemma 1 tells us that (µ + 1)!ϑµ+1(G) is divisible by
21+ν2(µ!)+µν2(mG), and that

(µ+ 1)!ϑµ+1(G)/21+ν2(µ!)+µν2(mG) ≡ 2ν2(mG)−1
(
µ(G)− µ2(G)

µ− µ2(G) + 1

)
mod 2. (24)

If ν2(mG) > 1, then the right-hand side of (24) vanishes modulo 2. Similarly, if ν2(mG) =
1 and (ζmG/2(G), ζmG

(G)) ≡ (0, 1) (2), then

µ(G)− µ2(G) ≡ ζmG/2(G) ≡ 0 mod 2,

while
µ− µ2(G) + 1 ≡ ζmG

(G) ≡ 1 mod 2,

and hence (
µ(G)− µ2(G)

µ− µ2(G) + 1

)
≡ 0 mod 2.

However, if ν2(mG) = 1 and (ζmG/2(G), ζmG
(G)) 6≡ (0, 1) (2), then we can only say that

∆
(G)
µ (λ) is divisible by 2ν2(µ!)+µν2(mG), and that

∆(G)
µ (λ)/2ν2(µ!)+µν2(mG) ≡

(
µ(G)− µ2(G)

µ− µ2(G) + 1

)
λ mod 2.
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Our claim (23) is thus proved. Finally, again by the first part of Lemma 1, µ!ϑµ(G) is
divisible by pνp(µ!)+µνp(mG) for every µ ∈ [µ(G)], and

µ!ϑµ(G)/pνp(µ!)+µνp(mG) ≡ (−1)
µ(G)−2µp(G)+µ

p−1 Cµ

(µ(G)−µp(G)

p−1
µ−µp(G)

p−1

)
mod p.

Summarizing the previous discussion, we conclude that F (G)
µ (λ1, . . . , λµ) is divisible by

pνp(µ!)+µνp(mG), and that

F (G)
µ (λ1 . . . , λµ)/pνp(µ!)+µνp(mG) ≡ (−1)

µ(G)−2µp(G)+µ

p−1 Cµ

(µ(G)−µp(G)

p−1
µ−µp(G)

p−1

)
+

δp,2 δν2(mG),1 (1 +µ)λ (1 + δµ,µ(G)) (1 + δ(ζmG/2
(G),ζmG

(G)),(0,1))

(
µ(G)− µ2(G)

µ− µ2(G) + 1

)
mod p,

(25)

where an overstroke denotes reduction modulo 2. Evaluating (22) modulo p in the light
of (25), and noting the fact that

f1(G) = ϑ0(G) =
∏
κ|mG

∏
1≤k≤mG

(mG,k)=κ

kζ
′
κ(G) ≡ (−1)

µ(G)−µp(G)

p−1 δµp(G),0 mod p,

we find for the function f̄
(p)
λ (G) the GF(p)-recurrence relation

f̄
(p)
λ+1(G) =

µ(G)∑
µ=1

∑
λ1,...,λµ>0

λ1+···+λµ=λ

[
(−1)

µ(G)−2µp(G)+µ

p−1

(µ(G)−µp(G)

p−1
µ−µp(G)

p−1

)
+ δp,2 δν2(mG),1 (1 + µ)C−1µ λ

× (1 + δµ,µ(G))(1 + δ(ζmG/2
(G),ζmG

(G)),(0,1))

(
µ(G)− µ2(G)

µ− µ2(G) + 1

)]
f̄
(p)
λ1

(G) · · · f̄ (p)
λµ

(G)

(
λ ≥ 1, f̄

(p)
1 (G) = (−1)

µ(G)−µp(G)

p−1 δµp(G),0

)
. (26)

Multiplying both sides of (26) by zλ and summing over λ ≥ 1, the left-hand side
becomes ∑

λ≥1

f̄
(p)
λ+1(G)zλ = z−1

[
X∗pG (z)− (−1)

µ(G)−µp(G)

p−1 δµp(G),0 z
]
,

while the corresponding right-hand side is the sum of

Σ1 :=
∑
λ≥1

µ(G)∑
µ=1

∑
λ1,...,λµ>0

λ1+···+λµ=λ

(−1)
µ(G)−2µp(G)+µ

p−1

(µ(G)−µp(G)

p−1
µ−µp(G)

p−1

)
f̄
(p)
λ1

(G) · · · f̄ (p)
λµ

(G) zλ

and

δν2(mG),1

(
1 + δ(ζmG/2

(G),ζmG
(G)),(0,1)

)
Σ2,
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where

Σ2 := δp,2
∑
λ≥1

µ(G)∑
µ=1

∑
λ1,...,λµ>0

λ1+···+λµ=λ

(1+µ)C−1µ λ (1+δµ,µ(G))

(
µ(G)− µ2(G)

µ− µ2(G) + 1

)
f̄
(p)
λ1

(G) · · · f̄ (p)
λµ

(G) zλ.

By the binomial law in the ring GF(p)[[z]],

Σ1 = (−1)1+
µ(G)
p−1 δµp(G),0 +

(
X∗pG (z)

)µp(G)
((
X∗pG (z)

)p−1 − 1
)µ(G)−µp(G)

p−1
.

Also,

Σ2 = δp,2 z
∑

0<µ<µ(G)

(1 + µ)C−1µ

(
µ(G)− µ2(G)

µ− µ2(G) + 1

)[(
X∗pG (z)

)µ]′
= 0.

The discussion of this section has led to the following result.

Proposition 2. Let G be a finitely generated virtually free group, and let p be a prime
dividing mG. Then the generating function X∗pG (z) satisfies the identity

X∗pG (z) = z
(
X∗pG (z)

)µp(G)
((
X∗pG (z)

)p−1 − 1
)µ(G)−µp(G)

p−1
. (27)

Equivalently, the function f̄
(p)
λ (G) satisfies the GF (p)-recursion

f̄
(p)
λ+1(G) =

∑
ν≥0

∑
π`λ

||π||=ν(p−1)+µp(G)

(−1)
µ(G)−µp(G)

p−1
−ν
(µ(G)−µp(G)

p−1
ν

)

×
(
ν(p− 1) + µp(G)

)
!∏

j≥1 πj!

∏
j≥1

(
f̄
(p)
j (G)

)πj , λ ≥ 1, (28)

starting from f̄
(p)
1 (G) = (−1)

µ(G)−µp(G)

p−1 δµp(G),0.

6. Free p-patterns: classification, divisibility, and rationality of X∗pG (z)

Given a prime p and a finitely generated virtually free group G, define the free p-pattern
Π∗p(G) of G to be the family

Π∗p(G) =
{

Π∗p1 (G),Π∗p2 (G), . . . ,Π∗pp−1(G)
}
,

where

Π∗pi (G) :=
{
λ ∈ N : fλ(G) ≡ i mod p

}
, 0 < i < p;

in particular, Π∗G := Π∗21 (G) is called the free parity pattern of G. In this and the
following section, we shall exploit identity (27) to obtain results concerning the p-
patterns Π∗p(G), in the case where p | mG. Our first observation is that X∗pG (z) = 0 is
a solution of the functional equation (27) if and only if µp(G) > 0; that is, we have

N ∗p(G) =
⋃

0<i<p

Π∗pi (G) = ∅ ⇐⇒ µp(G) > 0. (29)
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Hence, we can (and will) from now on restrict attention to the case where µp(G) = 0.
For a prime p, denote by Vp the class of all finitely generated virtually free groups
G satisfying µp(G) = 0. The groups Gp,q = Cp ∗ Cq with q ∈ N are members of Vp;
in particular, Hecke groups H(q) = G2,q with q ≥ 3 are contained in V2, as is, for

instance, the group G = C2 ∗C2 ∗C4. On the other hand, H̃(q) = Cq ∗Cq (q ≥ 3), which
is embedded as a subgroup of index 2 in H(q), is never contained in V2; in particular, no
analogue of the descent principle [24, Theorem 1] holds in the context of free subgroup
patterns. For G ∈ Vp, identity (27) simplifies to

X∗pG (z) = z
((
X∗pG (z)

)p−1 − 1
)µ(G)
p−1

, (30)

and the recurrence relation (28) takes the form

f̄
(p)
λ+1(G) =

∑
ν≥0

∑
π`λ

||π||=ν(p−1)

(−1)
µ(G)
p−1
−ν
(µ(G)

p−1
ν

) (
ν(p− 1)

)
!∏

j≥1 πj!

∏
j≥1

(
f̄
(p)
j (G)

)πj ,
(
λ ≥ 1, f̄

(p)
1 (G) = (−1)

µ(G)
p−1
)
; (31)

in particular,

1 ∈

Π
(p)
1 (G), µ(G)

p−1 ≡ 0 (2)

Π
(p)
p−1(G), µ(G)

p−1 ≡ 1 (2).

Equation (31) tells us among other things that, for G ∈ Vp, Π∗p(G) is already deter-
mined by the free rank µ(G), and the question arises whether, conversely, the p-pattern
Π∗p(G) also determines µ(G), or whether there exist virtually free groups having dif-
ferent free ranks while exhibiting the same free p-pattern and having p-rank equal to
zero. Our first result shows that the latter situation cannot arise.

Theorem 1. Let p be a prime, and let G1,G2 ∈ Vp. Then we have Π∗p(G1) = Π∗p(G2)
if and only if µ(G1) = µ(G2).

Proof. We observed already that µ(G1) = µ(G2) implies Π∗p(G1) = Π∗p(G2). Con-
versely, let G1,G2 be virtually free groups with µp(G1) = µp(G2) = 0 and Π∗p(G1) =
Π∗p(G2). Then X∗pG1

(z) = X∗pG2
(z) =: X∗p(z), and (30) implies that((

X∗p(z)
)p−1 − 1

)µ(G1)
p−1

=
((
X∗p(z)

)p−1 − 1
)µ(G2)

p−1
.

Suppose without loss of generality that µ(G1) ≤ µ(G2), and rewrite the last equation
as ((

X∗p(z)
)p−1 − 1

)µ(G1)
p−1
[((

X∗p(z)
)p−1 − 1

)ϑ
− 1
]

= 0,

where

ϑ :=
µ(G2)− µ(G1)

p− 1
≥ 0.
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Since f̄
(p)
1 (G) 6= 0 and GF (p)[[z]] has no zero divisors, we obtain the GF (p)-relation

1 =
((
X∗p(z)

)p−1 − 1
)ϑ

=
ϑ∑
ν=0

(−1)ϑ−ν
(
ϑ

ν

)(
X∗p(z)

)(p−1)ν
.

Again using the fact that f̄
(p)
1 (G) 6= 0 and comparing coefficients, we now deduce that(

ϑ
ν

)
≡ 0 (p) for all ν ∈ [ϑ], which is impossible for ϑ > 0. Hence, we must have

µ(G1) = µ(G2). �

Our next result determines those groups G ∈ Vp for which the series X∗pG (z) is a rational
function.

Theorem 2. Let p be a prime, and let G ∈ Vp. Then the following assertions are
equivalent:

(i) X∗pG (z) is rational over GF(p),

(ii) µ(G) = 0, or µ(G) = 1 and p = 2,

(iii) G is finite of order divisible by p, or G ∼= G1 ∗S G2 with finite groups Gi, S of
odd order, (G1 : S) = (G2 : S) = 2, and p = 2.

Proof. If µ(G) = µp(G) = 0, that is, G finite of order divisible by p, then X∗pG (z) =
z. Moreover, for µp(G) = 0, µ(G) = 1, and p = 2, the series X∗pG (z) = z

1−z is a
solution of (27). Thus, (ii) implies (i). To prove the converse, suppose first that
µp(G) = 0 and µ(G) ≥ 2, let X∗pG (z) = ϕ∗(z)/ψ∗(z) with relatively prime polynomials
ϕ∗(z), ψ∗(z) ∈ GF (p)[z], and let v = deg(ϕ∗(z)) − deg(ψ∗(z)) be the (total) degree of
X∗pG (z). Multiplying both sides by (ψ∗(z))µ(G), equation (30) takes the form

ϕ∗(z)
(
ψ∗(z)

)µ(G)−1
= z
[(
ϕ∗(z)

)p−1 − (ψ∗(z)
)p−1]µ(G)

p−1
. (32)

Since µ(G) ≥ 2, ψ∗(z) must divide the right-hand side of (32), as it divides the left-hand
side, hence ψ∗(z) | z(ϕ∗(z))µ(G). Thus, as (ϕ∗(z), ψ∗(z)) = 1, it follows that ψ∗(z) | z,
and hence that ψ∗(z) ∈ GF (p)\{0}, since ψ∗(z) must have a non-zero constant term;
in particular, v = deg(ϕ∗(z)) ≥ 0. Comparing degrees on both sides of (30) now gives

(µ(G)− 1)v + 1 = 0,

which is impossible for v ≥ 0. This contradiction establishes the implication (i)⇒ (ii)
in the case where µ(G) ≥ 2. The equivalence of (ii) and (iii) under the assumption
µp(G) = 0, as well as the fact that for p > 2 and µ(G) = 1 we have µp(G) > 0, follow
from the well-known classification of virtually infinite-cyclic groups (that is, finitely
generated groups with two ends); cf. for instance [32, Sect. 5.1], [36, Lemma 4.1], or
the remark preceding [16, Corollary 6]. �

Corollary 1. If G ∈ Vp and µ(G) ≥ 1, then the set N ∗p(G) is infinite.

The following result describes a divisibility property of the set N ∗p(G) for G ∈ Vp.
Moreover, we determine the second entry α∗pG := minλ∈N ∗p(G)\{1} λ of N ∗p(G), as well

as the value of f̄
(p)

α∗pG
(G).
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Theorem 3. Let p be a prime, let G ∈ Vp, and suppose that µ(G) ≥ 1. Then

(i) every entry of N ∗p(G) is congruent to 1 modulo (p− 1)pνp(µ(G));

(ii) we have α∗pG = 1 + (p− 1)pνp(µ(G)) and

f̄
(p)

α∗pG
(G) = (−1)

µ(G)
p−1
−1 〈pνp(µ(G)) | µ(G)/(p− 1)

〉
.

Proof. (i) Put ` := νp(µ(G)). We establish the implication

f̄
(p)
λ+1(G) 6= 0 =⇒ λ ≡ 0 mod (p− 1)p` (33)

for all λ ∈ N0 by induction on λ. Implication (33) holds trivially if λ = 0. Suppose
that (33) holds for all non-negative integers λ < L with some integer L ≥ 1, and that

f̄
(p)
L+1(G) 6= 0. By (31) and our inductive hypothesis,

f̄
(p)
L+1(G) =

∑
ν≥0

(
µ(G)
p−1
ν ) 6≡0(p)

∑
π`L

πj>0⇒j≡1((p−1)p`)
||π||=ν(p−1)

(−1)
µ(G)
p−1
−ν
(µ(G)

p−1
ν

) (
ν(p− 1)

)
!∏

j≥1 πj!

∏
j≥1

(
f̄
(p)
j (G)

)πj .
If the right-hand side of the latter equation is to be non-zero, then in particular there

must exist a pair (ν, π) consisting of a non-negative integer ν such that
(µ(G)
p−1
ν

)
6≡ 0 (p)

and a partition π of weight L and norm ν(p− 1) all of whose parts are congruent to 1
modulo (p− 1)p`. The first and last condition on π imply that

L ≡ ||π|| mod (p− 1)p`,

while the condition on ν, in view of Lucas’ Theorem,10 forces ν to be divisible by p`.
Since ||π|| = ν(p− 1), we conclude that L is divisible by (p− 1)p`, as claimed.

(ii) Arguing as above by means of Lucas’ formula, we see that, for λ = (p − 1)p`, the
double sum on the right-hand side of (31) contains only one relevant summand, namely

the one with (ν, π) = (p`, (1(p−1)p`)). A calculation repeatedly using Fermat’s Theorem

now yields the value of f̄
(p)

1+(p−1)p`(G) given in the theorem, and (ii) follows from part

(i) and this calculation. �

7. A combinatorial description of Π∗p(G)

Here, we shall obtain a description of the patterns Π∗p(G) for G ∈ Vp in terms of the
behaviour modulo p of certain parametrized binomial coefficients. Moreover, we derive
an explicit characterization of the set

N ∗p(G) =
{
λ ∈ N : fλ(G) 6≡ 0 mod p

}
in terms of Kummer’s function sp, and we discuss the conditions, under which N ∗p(G)
has a description in closed form, in this way obtaining an optimal generalization of
Stothers’ formula for the parity of fλ(PSL2(Z)); cf. [34]. Use the recurrence relation

10Cf., for instance, [2, Theorem 3.4.1].
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(31), viewed as an equation over Z, to define an integral sequence f̂
(p)
λ (G) starting from

f̂
(p)
1 (G) = (−1)

µ(G)
p−1 , and let

X̂∗pG (z) :=
∑
λ≥1

f̂
(p)
λ zλ ∈ Z[[z]].

Then we have X̂∗pG (z) ≡ X∗pG (z) mod p, and the series X̂∗pG (z) satisfies the functional
equation

X̂∗pG (z) = z
((
X̂∗pG (z)

)p−1 − 1
)µ(G)
p−1

. (34)

The latter equation can be rewritten as

X̂∗pG (z) = zΦ
(
X̂∗pG (z)

)
,

where

Φ(ζ) :=
(
ζp−1 − 1

)µ(G)
p−1 .

By Lagrange inversion, we find that, for λ ≥ 1〈
zλ | X̂∗pG (z)

〉
=

1

λ

〈
ζλ−1 |

(
Φ(ζ)

)λ〉
= (−1)

(µ(G)−1)λ+1
p−1 λ−1

(µ(G)λ
p−1
λ−1
p−1

)
,

that is,

X̂∗pG (z) =
∑
λ≥1

(−1)
(µ(G)−1)λ+1

p−1 λ−1
(µ(G)λ

p−1
λ−1
p−1

)
zλ. (35)

The first part of our next result follows immediately from (35).

Theorem 4. Let p be a prime, and let G ∈ Vp.

(i) For 0 < i < p,

Π∗pi (G) =

{
λ ∈ N :

1

λ

(µ(G)λ
p−1
λ−1
p−1

)
≡ (−1)

(µ(G)−1)λ+1
p−1 i mod p

}
.

(ii) We have

N ∗p(G) =

{
λ ∈ N : sp

(λ− 1

p− 1

)
+ sp

((µ(G)− 1)λ+ 1

p− 1

)
− sp

(µ(G)λ

p− 1

)
− sp(λ− 1) + sp(λ) = 1

}
,

where sp(x) denotes the sum of digits in the p-adic expansion of x.

Proof. We only need to consider part (ii). By Kummer’s formula11 for the p-adic norm
of binomial coefficients we have

(p− 1)νp

(
a

b

)
= sp(b) + sp(a− b)− sp(a)

11Cf. [12, pp. 115–116].
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with sp(x) as defined in the theorem. Moreover, writing out the p-adic expansions of λ
and λ− 1, we find that

(p− 1)νp(λ) = sp(λ− 1)− sp(λ) + 1, λ ≥ 1.

Hence,

(p− 1)νp

(1

λ

(µ(G)λ
p−1
λ−1
p−1

))
= sp

(λ− 1

p− 1

)
+ sp

((µ(G)− 1)λ+ 1

p− 1

)
− sp

(µ(G)λ

p− 1

)
− sp(λ− 1) + sp(λ) − 1,

and (ii) follows from equation (35). �

As is apparent from Theorem 4, neither the patterns Π∗p(G) nor the sets N ∗p(G) will
in general lend themselves to a characterization in closed form as in the case of the
modular group; instead, Π∗p(G) and N ∗p(G) generically tend to inherit the well-known
kind of fractal behaviour observed in Pascal’s triangle when evaluated modulo a prime.
There is however one special case where we can describe the setsN ∗p(G) in a completely
explicit way, namely when µ(G) is a 2-power and p = 2. For a prime p and a group
G ∈ Vp with µ(G) ≥ 2, define

Λ∗pG :=

{(
(p− 1)µ(G)

)σ − 1

(p− 1)µ(G)− 1
: σ = 1, 2, . . .

}
,

that is, Λ∗pG is the set of partial sums of the geometric series
∑

σ≥0
(
(p− 1)µ(G)

)σ
.

Theorem 5. Let p be a prime, let G ∈ Vp, and suppose that µ(G) ≥ 2. Then the
following assertions are equivalent:

(i) N ∗p(G) = Λ∗pG .

(ii) f̄
(p)
λ (G) = 0 for 2 ≤ λ ≤ (p− 1)µ(G).

(iii) µ(G) is a 2-power, and p = 2.

Proof. Since (i) clearly implies (ii), it suffices to prove the implications (ii)⇒ (iii) and
(iii) ⇒ (i). Suppose first that µ(G) is not a p-power, that is, µ(G) = p`m with ` ≥ 0
and some integer m > 1 not divisible by p. Then, by part (ii) of Theorem 3,

1 < α∗pG = 1 + (p− 1)p` < 1 + (p− 1)µ(G),

contradicting (ii). Thus, condition (ii) forces µ(G) to be a p-power; but then we also
must have p = 2, since µ(G) has to be divisible by p − 1. This proves the implication
(ii)⇒ (iii). Now suppose that µ(G) is a 2-power, say, µ(G) = 2` with some ` ≥ 1, and
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that p = 2. Then

sp(λ) = s2(λ),

sp(λ− 1) = s2(λ− 1),

sp

(λ− 1

p− 1

)
= s2(λ− 1),

sp

(µ(G)λ

p− 1

)
= s2(λ),

sp

((µ(G)− 1)λ+ 1

p− 1

)
= s2((µ(G)− 1)λ+ 1),

and the condition on λ in the second part of Theorem 4 simplifies to

s2
(
(µ(G)− 1)λ+ 1

)
= 1,

or, equivalently,

λ =
2α − 1

2` − 1
with some α ≥ 1 such that ` | α.

Assertion (i) with p = 2 follows now from Theorem 4 (ii), and the proof of Theorem 5
is complete. �

If G = H(q) is a Hecke group for some odd q > 2, then µ(H(q)) = q − 1 ≥ 2, and, by
specializing Theorem 5 to the case where p = 2 and G = H(q) with a prime q ≥ 3, we
obtain a new characterization of Fermat primes among the set of all odd prime numbers
in terms of the free parity pattern of the associated Hecke group.

Corollary 2. Let q > 2 be a prime number. Then the following assertions are
equivalent:

(i) Π∗H(q) = Λ∗2H(q) =

{
(q − 1)σ − 1

q − 2
: σ = 1, 2, . . .

}
.

(ii) f̄
(2)
λ (H(q)) = 0 for 1 < λ < q.

(iii) q is a Fermat prime.

For general G ∈ Vp, we can at least show that those values λ, such that fλ(G) is not
divisible by p are quite rare. Set

N∗pG (x) = |{λ ≤ x : p - fλ(G)}|.

Corollary 3. Let p be a prime, and let G ∈ Vp. Then we have N∗pG (x) � x1−δ for
some δ > 0 depending on p and µ(G).

Proof. It suffices to consider the case x = pn, n ∈ N. Let α ∈ [0, 1] be a parameter to
be chosen later. Let λ ≤ pn be an element of N ∗pG . Then, by Theorem 4, we either have

sp(λ− 1)− sp(λ) ≥ αn (36)

or

sp

(
λ− 1

p− 1

)
+ sp

(
(µ(G)− 1)λ+ 1

p− 1

)
− sp

(
µ(G)

p− 1

)
≤ αn+ 1. (37)
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An integer λ satisfies (36) if and only if νp(λ) ≥ αn + 1, hence the number of such
λ ≤ pn is � p(1−α)n, which is of acceptable size for any α > 0. Writing l = λ−1

p−1 , we see

that λ satisfies (37) if and only if in the addition

l +
(
µ(G)l + µ(G)/(p− 1)

)
there are at most (αn + 1)/(p − 1) carries. For all but O(p(1−α/p)n) values of l, the
term µ(G)/(p − 1) affects less than αn/p carries, hence, it suffices to consider the
addition l + µ(G)l. Let k be an integer such that pk > µ(G), and write l =

∑
i lip

i,
li ∈ {0, 1, . . . , p− 1}. A carry occurs at the i-th digit if and only if{

l

pi

}
+

{
µ(G)l

pi

}
≥ 1,

where {x} denotes the fractional part of x. If li−1 = · · · = li−k = p − 1, a carry
necessarily occurs at the i-th digit, since {l/pi} ≥ 1− p−k, and{

µ(G)l

pi

}
≥ 1− µ(G)

pk
≥ 1

pk
.

Thus, if λ satisfies (37), there are at most m = 2αn
p−1 such strings of consecutive (p− 1)’s

in l. If λ < pn, l < pn as well, and the number of integers l ≤ pn with at most m strings
of k consecutive digits p− 1 is bounded above by

pk
(
bn/kc
m

)
(pk − 1)bn/kc−m � pn−km

( n

km

)m(
1− 1

pk

)bn/kc−m
� pne−n/(kp

k)+2αn logα−1 � p(1−δ)n,

provided that α is sufficiently small. From these estimates, our claim follows. �

An Example

If µ(G) is not a 2-power, or if p > 2, then we are outside the scope of Theorem 5, and
cannot hope to be able to describe the p-pattern Π∗p(G) or the set N ∗p(G) by means
of a closed formula of Stothers’ type (or indeed, in any closed form). Nevertheless,
Theorem 4 still provides a fairly explicit description of these objects. As an illustration,
let p = 2, and consider groups G ∈ V2 for which µ(G)− 1 is a non-trivial 2-power, say,
µ(G) = 2ρ + 1 with some ρ ≥ 1. Then

sp

((µ(G)− 1)λ+ 1

p− 1

)
= s2(2

ρλ+ 1) = s2(λ) + 1,

and the condition on λ in Theorem 4 (ii) becomes

2s2(λ) = s2(2
ρλ+ λ).

The latter condition holds if and only if the binary representations λ =
∑

j≥0 λj 2
j of

λ respectively 2ρλ =
∑

j≥0 λj 2
j+ρ of 2ρλ do not overlap, that is, if and only if λj = 1
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always implies λj+ρ = 0. Hence, we find from Theorem 4 (ii) that

Π∗G =

{
λ =

∑
j≥0

λj 2
j ∈ N : λj = 1⇒ λj+ρ = 0 for all j ≥ 0

}
(G ∈ V2, µ(G) = 2ρ + 1, ρ ≥ 1). (38)

This is a rather useful description of Π∗G for these groups G; for instance, we immediately
infer from (38) that

Π∗G ∩ [2ρ + 1] = [2ρ].

Moreover, in this case we can refine Corollary 3 by giving an asymptotic formula for
the number P ∗G(x) of integers λ ≤ x with fλ(G) ≡ 1 (mod 2).

Proposition 3. Let G ∈ V2 be a group with µ(G) = 2ρ + 1 for some integer ρ. Then
there exists a continuous and almost everywhere differentiable function g̃ : [0, ρ] →
(0,∞), such that

P ∗G(x) ∼ g̃

(
ρ

⌊
log x

ρ log 2

⌋)
x

logϕ
log 2 as x→∞.

Here, ϕ = 1+
√
5

2
.

Proof. First, we consider P ∗G(2nρ). By (38), this equals the number of ρ-tuples of 01-
strings of length n, which do not contain two consecutive digits 1, that is, P ∗G(2ρn) =
F ρ
n+2, where Fm denotes the m-th Fibonacci-number. Here we adopt the convention

that F1 = F2 = 1. Next, consider P ∗G(a2ρn) for some integer a ≥ 2ρ. Denote by α the
number of 1’s occurring among the last ρ digits of a. Then we have

P ∗G
(
(a+ 1)2ρn − 1

)
− P ∗G(a2ρn) =

{
0, fa(G) ≡ 0 (2)

Fα
n+1F

ρ−α
n+2 , fa(G) ≡ 1 (2).

Indeed, if fa(G) ≡ 0 (2), then there are two 1’s in the binary expansion of a with
distance ρ, thus the same holds true for all λ ∈ [a2ρn, (a + 1)2ρn − 1]. If on the other
hand fa(G) ≡ 1 (2), then no restriction is imposed on the first digits of such λ, hence,
P ∗G((a + 1)2ρn − 1) − P ∗G(a2ρn) equals the number of ρ-tuples of 01-strings of length
n which do not contain two consecutive 1’s, and do not start with 1, whenever the
corresponding digit of a among its last ρ digits is 1. For a real number η ∈ [1, 2ρ],
define

g(η, n) := P ∗G(η2ρn)ϕ−ρn.

From what we have seen so far, we deduce that the limit

g(η) := lim
n→∞

g(η, n)

exists for all η = a
2k

, where a is integral and 2k ≤ a ≤ 2k+ρ. Clearly, g(η, n) is non-
decreasing with η, and, for k fixed and n→∞, we have

g
(a+ 1

2kρ
, n
)
− g
( a

2kρ
, n
)

=
Fα
n−k+1F

ρ−α
n−k+2

ϕρn
� ϕ−kρ,

that is, g(η, n) is continuous in η with modulus of continuity Φ(g, δ) � δ(logϕ)/(log 2).
As n → ∞, g(η, n) converges uniformly, hence g(η) exists for all η ∈ [1, 2ρ] and is
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continuous with the same modulus of continuity. Putting g̃(η) = g(2η)ϕ−2
η
, we obtain

our claim. �

Note that g̃ is highly irregular, for instance, g̃(0) = g̃(ρ), while for almost all η ∈ [0, ρ]
the function g̃(η) is differentiable in η with g̃′(η) = − log(2) log(ϕ)2ηϕ−2

η
< 0. Such

behaviour is typical for digital problems, cf. for example [4].

8. Some combinatorial interpretations of the series X̂∗2G (z)

In Section 7 we associated, for each prime p and every group G ∈ Vp, a canonical lifting

X̂∗pG (z) ∈ Z[[z]] to the GF (p)-series X∗pG (z) =
∑

λ≥1 f̄
(p)
λ (G)zλ. In this final section, we

shall describe a number of combinatorial interpretations for the coefficients of these
liftings X̂∗pG (z) in the case where p = 2 and µ(G) ≥ 2. Let S be a set of positive
integers. By a plane S-tree we mean a plane tree with the property that every non-
terminal vertex has (outer) degree an element of S. Given S ⊆ N and non-negative
integers m,n, we denote by TS(m,n) the number of plane S-trees having m terminal
vertices and a total of n vertices. Let

US = US(t, z) :=
∑
n≥0

∑
m≥0

TS(m,n) tm zn.

Then US satisfies the functional equation12

US = tz + z
∑
σ∈S

Uσ
S . (39)

In order to establish a connection with the series X̂∗2G (z), put S = {µ(G)} and t = −1/z.
Then equation (39) becomes

U{µ(G)}(−1/z, z) + 1 = z
(
U{µ(G)}(−1/z, z)

)µ(G)

,

and, in view of (34), we must have

X̂∗2G (z) = 1 + U{µ(G)}(−1/z, z).

Consequently, for G ∈ V2, µ(G) ≥ 2, and λ ≥ 1,

λ−1
(
µ(G)λ

λ− 1

)
= (−1)(µ(G)−1)λ+1

〈
zλ | X̂∗2G (z)

〉
= (−1)(µ(G)−1)λ+1

〈
zλ | U{µ(G)}(−1/z, z)

〉
equals

(a) the number of plane trees with exactly λ non-terminal vertices, each of which
having (outer) degree precisely µ(G); in particular, fλ(G) is congruent modulo
2 to the number of these trees.

These tree numbers in turn can be reinterpreted in terms of other combinatorial objects.
For λ ≥ 1, (−1)(µ(G)−1)λ+1

〈
zλ | X̂∗2G (z)

〉
also equals

12Cf. [33, Proposition 6.2.4].



24

(b) the number of sequences i1 i2, · · · iλµ(G) with ij ∈ {−1, µ(G) − 1} for all j ∈
[λµ(G)], such that (i) there are a total of (µ(G) − 1)λ values of j for which
ij = −1, and (ii) we have i1 + i2 + · · ·+ ij ≥ 0 for all j,

(c) the number of bracketings of a word of length λ(µ(G) − 1) + 1 subject to λ
µ(G)-ary operations,

(d) the number of paths p in the (x, y)-plane starting in the origin (0, 0) and termi-
nating in the point (λµ(G), 0), using steps (1, σ) with σ ∈ {−1, µ(G)− 1}, such
that p never passes below the x-axis,

(e) the number of paths q in the (x, y)-plane from (0, 0) to ((µ(G)−1)λ, (µ(G)−1)λ),
using steps (µ(G)−1, 0) or (0, 1), such that q never passes above the line x = y,

(f) the number of ways of dissecting a convex (λ(µ(G)− 1) + 2)-gon into λ convex
(µ(G) + 1)-gons, by drawing diagonals which do not intersect in their interiors;

cf. [33, Proposition 6.2.1]. If we deform the (x, y)-plane by means of the transformation

x′ = (µ(G)− 1)λ − y, y′ = λ − x

µ(G)− 1
,

then we find from (e) that (−1)(µ(G)−1)λ+1
〈
zλ | X̂∗q (z)

〉
(and hence fλ(G) modulo 2)

also equals

(g) the number of lattice paths q in the 2-dimensional integral lattice Z2 starting in
the origin (0, 0) and terminating in the lattice point ((µ(G)− 1)λ, λ), such that
(i) q consists only of positive horizontal and vertical unit steps, and (ii) q never
passes above the line x = (µ(G)− 1)y. 13
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