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Abstract. We investigate the behaviour modulo 2 of the number sn(Γ) of index n
subgroups in one-relator groups Γ. Among other things we show that, for a substantial
class of one-relator groups Γ (including in particular all surface groups), sn(Γ) is
intimately connected with representation numbers of binary quadratic forms, and
that sn(Γ) is odd if and only if n is a square or twice a square. The proofs make use
of parity properties of character values and multiplicities for symmetric groups, which
appear to be of independent interest.

1. Introduction and main results

For a finitely generated group Γ denote by sn(Γ) the number of subgroups of index n in
Γ. The present paper is concerned with the behaviour modulo 2 of the function sn(Γ)
in the case when Γ is a one-relator group. Among other things we show that, for a
substantial class of one-relator groups Γ containing in particular all surface groups, the
parity pattern of sn(Γ) is intimately connected with representation numbers of binary
quadratic forms, and can be determined in closed form.

The natural framework for our research is the theory of subgroup growth of finitely
generated groups. The notion of subgroup growth, which has evolved over the last two
decades in the work of Grunewald, Lubotzky, Mann, Segal, and others including the
first named of the present authors, brings together under a common conceptual roof
investigations concerning arithmetic properties of the sequence {sn(Γ)}n≥1 or related
subgroup counting functions and their connection with the algebraic structure of the
underlying group Γ. The original motivation for these studies comes from three sources:
the notion of word growth and, more specifically, Gromov’s characterization in [7] of
finitely generated groups with polynomial word growth, the theory of rings of algebraic
integers and their zeta functions, and the work of M. Hall and T. Radó in the late 1940’s
on Schreier systems and their associated subgroups in free groups; cf. [8], [9], and [10].
Some of the major developments up to 1992 are described in Lubotzky’s Galway notes
[17], [18], and the literature cited therein. More recent contributions include [4], [20],
[19], [21], [22], [23], [28], [29], and [5].

We will work over the alphabet A = {x1, x2, . . . , x−11 , x−12 , . . .}. Define two classes of
words W1, W2 over A as follows.

(i)1 x
2
i , [xi, xj] ∈ W1 for all i, j ∈ N and i 6= j.

(i)2 x
k
i ∈ W2 for all i, k ∈ N.

(ii)j If w1, w2 ∈ Wj have no generator in common, then w1w2 ∈ Wj.
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(iii)j If v ∈ Wj, and xi is a generator not occurring in v, then [v, xi] ∈ Wj.

(iv)j Wj is the smallest set of words over A satisfying (i)j, (ii)j, and (iii)j.

Clearly, all surface group relators

g∏
i=1

[x2i−1, x2i] and
h∏
i=1

x2i , g, h ≥ 1

are contained in W1, as is, for instance, the word w = [x21x
2
2, x3], and W1 ( W2.

For a word w = w(x1, . . . , xd) over A involving the generators x1, . . . , xd, define the
one-relator group Γw associated with w via

Γw =
〈
x1, x2, . . . , xd | w(x1, . . . , xd) = 1

〉
.

Our first main result describes the behaviour modulo 2 of sn(Γw) for words w ∈ W1.

Theorem 1. If w is in W1 and involves at least three generators, then sn(Γw) is odd
if and only if n = k2 or n = 2k2 for some k ≥ 1; in particular, all groups Γw with
w ∈ W1 involving three or more generators share the same parity pattern, and sn(Γw)
is multiplicative modulo 2.

It appears likely that Theorem 1 is best possible in the sense that if for some w ∈ W2

the function sn(Γw) displays the parity pattern described in Theorem 1, then in fact
w ∈ W1. Concerning the larger class W2 we are able to show the following.

Theorem 2. Let w be a word in W2 involving three or more generators. Then

(a) the sequence sn(Γw) is ultimately periodic modulo 2 if and only if it is periodic,

(b) the function Sw(x) given by

Sw(x) :=
∣∣{n ≤ x : sn(Γw) ≡ 0 (2)

}∣∣, x ≥ 1

satisfies

lim sup
x→∞

Sw(x) log2(x)√
x

≥ 1

4
, (1)

or Sw(x) is identically zero.

The key to Theorems 1 and 2 lies in a remarkable recurrence relation for the mod 2
behaviour of sn(Γw) with w ∈ W2, which we describe next.

Theorem 3. Let w ∈ W2 be a word involving three or more generators. Then there is
a sequence {αk} ∈ {0, 1}N, such that α1 = 1 and

sn(Γw) ≡
∑
k≥1

k(k+1)<2n

αk sn−k(k+1)/2(Γw) + δ(n) mod 2, n ≥ 1, (2)

where

δ(n) =

{
1, n = k(k+1)

2
with n odd and αk = 1,

0, otherwise.

Furthermore, if w ∈ W1, then αk = 1 for all k ≥ 1.
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Apart from their intrinsic value, Theorems 1-3 also appear to be of some general interest
within the theory of subgroup growth: they add a surprising new feature to our as yet
fragmentary knowledge of modular properties of subgroup counting functions 1 and, in
conjunction with the asymptotic estimate for surface groups established in [30], they
form what might become the beginning of a systematic theory for the subgroup growth
of one-relator groups. In the next two sections, Theorems 1 respectively 2 are deduced
from Theorem 3, while the proof of Theorem 3 occupies sections 4 – 6.

2. Proof of Theorem 1

We shall use induction on n, the case n = 1 being trivial. In what follows, it will be
convenient to abbreviate the statement ‘n is a square’ as ‘n = 2’; similarly, ‘n = 22’
will be short-hand notation for the statement that ‘n equals twice a square’. Moreover,
for a number c and a condition ϕ we will use the notation {c | ϕ}, meaning that this
symbol has the value c if ϕ holds and 0 otherwise. Assuming that

sn(Γw) ≡ 1 (2)⇔ n = 2 or n = 22, n < N

for some N ≥ 2, the recurrence relation (2) together with an obvious transformation
gives that modulo 2

sN(Γw) ≡
∣∣∣{(x, y) ∈ N2 : N = x2 +

y(y + 1)

2

}∣∣∣
+
∣∣∣{(x, y) ∈ N2 : N = 2x2 +

y(y + 1)

2

}∣∣∣ + δ(N)

≡
∣∣∣{(x, y) : 8N + 1 = 2x2 + y2, x > 0, y > 1

}∣∣∣
+
∣∣∣{(x, y) : 8N + 1 = x2 + y2, 2 | x, x > 0, y > 1

}∣∣∣ + δ(N).

For n ∈ N, define

R1(n) :=
∣∣∣{(x, y) ∈ Z2 : n = 2x2 + y2

}∣∣∣
R2(n) :=

∣∣∣{(x, y) ∈ Z2 : n = x2 + y2, 2 | x
}∣∣∣.

Then

sN(Γw) ≡ 1

4

[
R1(8N + 1) + R2(8N + 1) −

{
4 | 8N + 1 = 2

}
−
{

4 | N = 2
}

−
{

4 | N = 22
}]

+ δ(N) mod 2. (3)

The representation numbers of binary quadratic forms have been computed by Le-
gendre, and independently by Gauss; cf. [6, § 205], [15], and [2, Chap. VI.8]. Ap-
plying Legendre’s and Gauss’ result, and writing the prime decomposition of n as

1Cf. [24], [25], [26], and [27] for the present state of affairs concerning modular subgroup arithmetic.
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n =
∏

p p
ap(n), we find that for n odd

R1(n) =

2
∏

p≡1,3(8)

(
ap(n) + 1

)
, ap(n) ≡ 0 (2) for p ≡ 5, 7 (8)

0, otherwise,

(4)

R2(n) =

2
∏

p≡1(4)

(
ap(n) + 1

)
, ap(n) ≡ 0 (2) for p ≡ 3 (4)

0, otherwise.

(5)

Such formulae can also be deduced from results concerning the decomposition of rational
primes in quadratic number fields; cf. for instance [11, Satz 89]. Write 8N + 1 = u2v
with v square-free, and suppose first that v = 1. Then (3) takes the form

sN(Γw) −
{

1 | N = 2
}
−
{

1 | N = 22
}
≡ 1

4

[
R1(8N + 1) +R2(8N + 1)

]
+ δ(N) + 1 mod 2.

Using (4) and (5), the right-hand side becomes modulo 2

1

2

[ ∏
p≡1,3(8)

(
2ap(u) + 1

)
+

∏
p≡1(4)

(
2ap(u) + 1

)]
+ δ(N) + 1 ≡

∑
p≡3,5(8)

ap(u) + δ(N).

Decomposing u in the form

u ≡ 3
∑
p≡3(8) ap(u) · 5

∑
p≡5(8) ap(u) · 7

∑
p≡7(8) ap(u) mod 8,

we see that
∑

p≡3,5(8) ap(u) is odd if and only if u ≡ 3, 5 mod 8. On the other hand,

δ(N) = 1 if and only if N is odd, since in this case N is automatically triangular, the
latter condition being equivalent to u ≡ 3, 5 mod 8. Hence, for 8N + 1 a square, (3)
takes the form

sN(Γw) ≡
{

1 | N = 2
}

+
{

1 | N = 22
}

mod 2,

proving our claim in this case. Now let v > 1. Then (3) simplifies to

sN(Γw)−
{

1 | N = 2
}
−
{

1 | N = 22
}
≡ 1

4

[
R1(8N + 1) +R2(8N + 1)

]
mod 2. (6)

Assume that v is not prime. We claim that this implies Ri(8N + 1) ≡ 0 mod 8. Indeed,
either Ri(8N + 1) = 0, because 8N + 1 is divisible by some prime p with Ri(p) = 0 and
ap(8N+1) ≡ 1 mod 2, or in the product evaluations for Ri(8N+1) given in (4), (5) there
occur at least two even factors, implying Ri(8N + 1) ≡ 0 mod 8. Finally, if v is prime,
then v ≡ 1 mod 8, and in the product evaluations for R1(8N + 1) and R2(8N + 1)
precisely one term is even, implying R1(8N + 1) ≡ R2(8N + 1) ≡ 4 mod 8. Hence,
whether v is prime or composite, we always have R1(8N + 1) +R2(8N + 1) ≡ 0 mod 8,
and the right-hand side of (6) is even, proving our claim in the case v > 1 as well.
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3. Proof of Theorem 2

(i) Let w ∈ W2 be a word involving d ≥ 3 generators, and suppose that sn(Γw) is
ultimately periodic modulo 2 with period ν, say. Choose an integer k0 ≥ 2ν such that

sn(Γw) ≡ sn−ν(Γw) (2) for n > k0, and put n0 := k0(k0+1)
2

+ 1. As d ≥ 3, the recurrence
relation (2) gives

sn0(Γw) ≡
∑
k≥1

k(k+1)<2n0

αk sn0−k(k+1)/2(Γw) mod 2,

but also

sn0(Γw) ≡ sn0−ν(Γw) ≡
∑
k≥1

k(k+1)<2(n0−ν)

αk sn0−k(k+1)/2−ν(Γw) + δ(n0 − ν) mod 2.

Since

(k0 − 1)k0 = k0(k0 + 1)− 2k0 ≤ k0(k0 + 1)− 2ν < 2(n0 − ν)

and

k0(k0 + 1) = 2(n0 − 1) ≥ 2(n0 − ν),

the two sums range over 1 ≤ k ≤ k0 respectively 1 ≤ k < k0, and as

n0 −
(k0 − 1)k0

2
= k0 + 1 > k0,

we have

sn0−k(k+1)/2−ν(Γw) ≡ sn0−k(k+1)/2(Γw) mod 2, 1 ≤ k < k0.

Hence, the two sums differ precisely in the term

αk0 sn0−k0(k0+1)/2(Γw) + δ(n0 − ν) = αk0 + δ(n0 − ν),

which forces αk0 + δ(n0 − ν) ≡ 0 (2). If ν > 1, then

(k0 − 1)k0
2

< n0 − ν <
k0(k0 + 1)

2
,

hence δ(n0 − ν) = 0 and αk0 = 0 in this case. Since every integer k ≥ k0 satisfies
the same hypotheses as k0, our argument gives αk = 0 for k ≥ k0, provided ν > 1.
Taking into account that α1 = 1, this implies periodicity of sn(Γw); cf. for instance
[16, Theorem 8.11]. Now suppose that ν = 1. Every multiple of a period being again a
period, by what we have shown so far, sn(Γw) is periodic modulo 2 with periods 2 and
3. But this implies that sn(Γw) is constant modulo 2.

(ii) Assume first that αk = 0 for all but finitely many k. Then the sequence sn(Γw) is
periodic modulo 2 by [16, Theorem 8.11], hence either Sw(x) = 0, or Sw(x) � x; in
particular our claim holds. Now suppose that αk = 1 for infinitely many k. For x ≥ 1
define counting functions

A(x) :=
∣∣{k : k(k + 1) < 2x, αk = 1

}∣∣
B(x) :=

∣∣{n ≤ x : A(n) ≡ 0 (2), n not triangular
}∣∣.
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If n is an integer counted by B(x), then sn(Γw) is even if and only if the set{
k : k(k + 1) < 2n, αk = 1, sn−k(k+1)/2(Γw) ≡ 0 (2)

}
has even cardinality; in particular, sn(Γw) is even if this set is empty. It follows that

Sw(x) ≥
∣∣∣{n ≤ x : A(n) ≡ 0 (2), n not triangular

}∣∣∣
−
∣∣∣{n ≤ x : ∃k : αk = 1, sn−k(k+1)/2(Γw) ≡ 0 (2)

}∣∣∣
≥ B(x)− S(x)A(x),

that is

Sw(x) ≥ B(x)

1 + A(x)
.

If x
2
≤ k(k+1)

2
≤ x andA(k(k+1)

2
) ≡ 0 (2), thenA(n) ≡ 0 (2) for all n ∈ [k(k+1)

2
, (k+1)(k+2)

2
−1],

the interval containing at least
√
x integral points. Hence, we obtain the estimates

B(x) ≥
√
x
A(x)− A(

x

2
)− 1

2
, x ≥ 1,

and
B(xν) ≥

√
xν (7)

for a sequence xν tending to infinity. Now we distinguish two cases. If

lim sup
x→∞

(
A(x)− A(

x

2
)
)
≥ 2,

then we can find a sequence xν tending to infinity and a constant y0 such that

A(xν)− A(
xν
2

) ≥ 2 and A(xν)− A(
xν
2

) ≥ A(y)− A(
y

2
), y0 ≤ y ≤ xν .

Hence, we obtain

Sw(xν) ≥
B(xν)

1 + A(xν)

≥

√
xν
(
A(xν)− A(

xν
2

)− 1
)

2
(
A(xν)− A(

xν
2

)
)

log2 xν + y0 + 1

≥
(1

4
+ o(1)

) √xν
log2 xν

.

If, on the other hand,

A(x)− A(
x

2
) ≤ 1, x > x0,

then A(x) ≤ log2 x+ x0, and if xν runs through a sequence as in (7), then

Sw(xν) ≥
B(xν)

1 + A(xν)
≥

√
xν

log2 xν + x0 + 1
=
(
1 + o(1)

) √xν
log2 xν

.

We conclude that in each case

Sw(xν) ≥
(1

4
+ o(1)

) √xν
log2 xν
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for a suitably chosen sequence xν →∞, and (1) follows.

4. The coefficients αχ(w)

Let w = w(x1, . . . , xd) be a word over A involving the generators x1, . . . , xd, and let χ
be an irreducible character of Sn. Define numbers αχ(w) ∈ C by means of the expansion

Nw(π) : =
∣∣∣{(x1, . . . , xd) ∈ Sdn : w(x1, . . . , xd) = π

}∣∣∣
= (n!)d−1

∑
χ∈Irr(Sn)

αχ(w)χ(π), π ∈ Sn.

Note that Nw(π) is a class function, hence the coefficients αχ(w) are well defined. Our
first lemma provides information concerning the αχ(w), leading in particular to the
explicit computation of these coefficients for each word w ∈ W1 and all χ.

Lemma 1. Let w1, w2, v be words over A, and let χ be an irreducible character of Sn.

(i) We have αχ(x2i ) = 1, αχ(xki ) ∈ N0, and αχ([xi, xj]) = 1
χ(1)

for all i, j, k ∈ N.

(ii) If w1 and w2 have no generator in common, then we have

αχ(w1w2) =
αχ(w1)αχ(w2)

χ(1)
.

(iii) If xi does not occur among the generators of v, then

αχ([v, xi]) =
1

χ(1)

∑
χ′∈Irr(Sn)

αχ′(v)〈χ2 | χ′〉.

Proof. (i) The first two claims restate the facts that the root number functions of Sn
are proper characters, and that the square root function is the model character of Sn;
cf. [31] and [14, Chap. 6.2]. The last claim follows from the formula (see [30, Lemma 1])

N[x,y](π) = n!
∑
χ

χ(π)

χ(1)
, π ∈ Sn.

(ii) We shall use the fact that, for any two conjugacy classes C1, C2 in a finite group G,
the number of solutions of the equation x1 · x2 = g with xi ∈ Ci equals

|C1||C2|
|G|

∑
χ∈Irr(G)

χ(C1)χ(C2)χ(g−1)

χ(1)
; (8)

cf. for instance [1, Prop. 9.33] or [14, Theorem 6.3.1]. Suppose that w = w1w2 involves
precisely d generators. Then, using (8) and orthogonality, as well as the fact that the
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characters of symmetric groups are real, we find that

Nw(π) = (n!)−1
∑
C1,C2

∑
χ

|C1||C2|Nw1(C1)Nw2(C2)
χ(C1)χ(C2)χ(π)

χ(1)

= (n!)d−3
∑

χ1,χ2,χ3

αχ2(w1)αχ3(w2)χ1(π)

χ1(1)

(∑
C1

|C1|χ1(C1)χ2(C1)

)
×
(∑

C2

|C2|χ1(C2)χ3(C2)

)

= (n!)d−1
∑
χ

αχ(w1)αχ(w2)

χ(1)
χ(π),

which proves our claim.

(iii) Rewriting the equation [x, y] = π as x−1 ·xy = π shows that the number of solutions
in Sn of this equation can be obtained by solving the equation a · b = π with a and b
conjugate, and counting each solution with weight |CSn(a)|. Hence, using (8) again, we
see that for w = [v(x1, . . . , xd−1), xd]

Nw(π) =
∑
C

∑
χ

|C|2

n!

(χ(C))2χ(π)

χ(1)

n!

|C|
Nv(C)

= (n!)d−2
∑
χ1,χ2

αχ2(v)χ1(π)

χ1(1)

∑
C

|C|(χ1(C))2χ2(C)

=
(n!)d−1

χ(1)

∑
χ

[∑
χ′

αχ′(v)〈χ2 | χ′〉
]
χ(π)

as claimed. �

5. Two lemmas

Denote by σ the bijection between the self-conjugate partitions of n and the partitions
of n into distinct odd parts, mapping a self-conjugate partition λ onto the partition
given by the symmetric hooks of λ (with respect to the diagonal). Moreover, denote by
Cλ the conjugacy class of Sn whose cycle structure is given by the partition λ ` n, and
by χλ the irreducible character of Sn associated with λ. The sign character χ(1n) will
be denoted by εn.

Lemma 2. Let λ1, λ2 be partitions of n with λ1 self-conjugate. Then χλ1(Cλ2) is odd
if and only if λ2 = λσ1 .

Proof. Note that since π ∼ πa for all π ∈ Sn and exponents a coprime to the order of
π, characters of Sn are integer-valued. We prove the statement by induction on n, the
case n = 1 being trivial. Assume our claim to be true for all n < N , and let λ1, λ2 be
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partitions of N with λ1 self-conjugate. Furthermore, let ` be some part of λ2, and let
h1, . . . , hk be the hooks of length ` in λ1. By the Murnagham-Nakayama rule,

χλ1(Cλ2) ≡
k∑
i=1

χλ1\hi(Cλ2\`) mod 2. (9)

Since λ1 is self-conjugate, reflection in the main diagonal induces a bijection on the set
{h1, . . . , hk} fixing precisely the symmetric hook of length ` (if there is one). Since for
a partition µ ` N − ` we have χµ′ = εN−`χµ, the contribution to the right-hand side
of (9) of hooks which are not symmetric vanishes modulo 2. Consequently, if λ1 has no
symmetric hook of length `, then χλ1(Cλ2) is even, and λσ1 6= λ2, i.e., our claim holds in
this case. If, on the other hand, λ1 has a symmetric hook of length `, then it is uniquely
determined, h1 say, and (9) gives

χλ1(Cλ2) ≡ χλ1\h1(Cλ2\`) mod 2. (10)

The partition λ1\h1 is again symmetric and of weight N − `, and our inductive hypoth-
esis ensures that the right-hand side of (10) is odd if and only if (λ1\h1)σ = λ2\`. The
latter condition is easily seen to be equivalent to λσ1 = λ2, and we conclude that indeed
χλ1(Cλ2) ≡ 1 (2) if and only if λσ1 = λ2. �

Call an irreducible character χ of Sn symmetric, if χ = εnχ; this is equivalent to
demanding that the partition associated with χ be self-conjugate.

Lemma 3. Let χ, χ′ be irreducible characters of Sn.

(i) If χ is symmetric, then 〈χ2k | χ′〉 = 〈χ2k | εnχ′〉 for all k.

(ii) If both χ and χ′ are symmetric, then 〈χ2 | χ′〉 is odd if and only if χ = χ′.

Proof. (i) Since χ is symmetric, we have for k ≥ 0

〈χ2k | χ′〉 = 〈χ | χ2k−1χ′〉 = 〈εnχ | χ2k−1χ′〉 = 〈χ2k | εnχ′〉.
(ii) We will work in the GF(2)-algebra A = GF(2)[Irr(Sn)] generated by the irreducible
characters of Sn. The scalar product of characters extends naturally to a GF(2)-valued
bilinear form on A. Define a matrix M = (Mχχ′)χ,χ′∈Irr(Sn) via Mχχ′ := 〈χ2 | χ′〉. For
ψ ∈ A we have

ψ2 =

( ∑
χ∈Irr(Sn)

〈ψ | χ〉χ
)2

=
∑

χ∈Irr(Sn)

〈ψ | χ〉2χ2 + 2
∑
χ 6=χ′
〈ψ | χ〉〈ψ | χ′〉χχ′

=
∑
χ,χ′

〈ψ | χ〉〈χ2 | χ′〉χ′.

On the other hand,

M
(
〈ψ | χ〉

)
χ∈Irr(Sn)

=

(∑
χ

〈ψ | χ〉〈χ2 | χ′〉
)
χ′∈Irr(Sn)

,
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i.e., defining the action of M on A via matrix multiplication applied to coefficient
vectors, we haveMψ = ψ2. Induction on k givesMkψ = ψ2k for all k ≥ 1 and ψ ∈ A;
in particular, we have 〈Mkχ | χ′〉 = 〈χ2k | χ′〉, i.e., the (χ, χ′)-entry of the matrix Mk

is 〈χ2k | χ′〉. We now arrange the rows and columns of M as follows: a first block of
rows (columns) indexed by the symmetric characters of Sn is followed by a block of rows
(columns) labelled by those characters χλ which satisfy λ > λ′ in the lexicographical
ordering. The labels of the remaining rows (columns) are then obtained from the latter
labels by multiplication with the sign character. We claim that, with this labelling of
rows and columns, Mk takes the form

Mk =

 A(k) B(k) B(k)

C(k) D(k)

C(k) D(k)

 ,

where the square matrix A(k) contains all entries of Mk labelled by pairs (χ, χ′) with
both χ and χ′ symmetric. Indeed, the duplication of B(k) in the first row of this block
matrix comes from the first part of the lemma, while the duplication of C(k) and D(k)

stems from the equation 〈χ2k | χ′〉 = 〈(εnχ)2
k | χ′〉, which holds trivially for all χ, χ′

and k ≥ 1. Next, we use Lemma 2 to compute A(k) for k sufficiently large, 2k > n, say.
We have

A
(k)
χχ′ = 〈χ2k | χ′〉 =

1

n!

∑
C

|C|χ2k(C)χ′(C) mod 2.

Assume that χ 6= χ′. We will show that the integer∑
C

|C|
n!

χ2k(C)χ′(C) (11)

is even, by proving that every single term is a rational number with positive 2-exponent.
First consider a class C such that χ(C) is even. Then χ2k(C) is divisible by 22k , while
n! is not divisible by 2n. Since |C|, χ′(C) are integral and 2k > n, the 2-exponent of
such a term is indeed positive. Now suppose that χ(C) is odd, and set χ = χλ, χ

′ = χµ
with partitions λ, µ ` n. By Lemma 2, χλ(C) is odd if and only if C = Cλσ , hence we
only have to consider the single term

|Cλσ |
n!

χ2k

λ (Cλσ)χ′µ(Cλσ). (12)

Write λσ = (λσ1 , λ
σ
2 , . . . , λ

σ
` ) with odd and pairwise distinct parts λσi . Then |Cλσ | =

n!
λσ1 ···λσ`

contains the same 2-part as n!, i.e., |Cλσ |
n!

is a rational number with 2-exponent 0.

On the other hand, again by Lemma 2, χ′(Cλσ) is even, since µ 6= λ, and we conclude

that (12) also has positive 2-exponent, as required. Thus, A
(k)
χχ′ = 0 for χ 6= χ′. Now

suppose that χ = χ′ = χλ, say. We will show that (11) is odd in this case. Indeed, as
before we see that all summands corresponding to conjugacy classes C with C 6= Cλσ
are rational numbers having positive 2-exponent. However, the term

|Cλσ |
n!

χ2k+1
λ (Cλσ)

corresponding to C = Cλσ is a rational number with 2-exponent 0. Hence, we have
found that A(k) = I (the identity matrix) for all k with 2k > n. In order to obtain
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information on M itself, we take k large enough to ensure that 2k > n, and compute
A(k+1) by using the block structure ofM andMk, together with the fact that A(k) = I.
We find that

A
(k+1)
χχ′ =

∑
χ′′

A
(k)
χχ′′A

(1)
χ′′χ′ + 2

∑
χ′′

B
(k)
χχ′′C

(1)
χ′′χ′ = A

(1)
χχ′ .

Hence, I = A(k+1) = A(1), which gives (ii). �

6. The main lemma and proof of Theorem 3

6.1. The main lemma. Call an irreducible character χ of Sn a 2-core character, if n!
χ(1)

is odd. Note that, since the degree of an irreducible representation of a finite group G
always divides |G/ζ1(G)|, this concept is well defined for arbitrary finite groups; cf. [13]
or [12, Chap. V, Satz 17.10]. For G = Sn, the hook formula shows that an irreducible
character χλ is 2-core if and only if all hook lengths of the associated partition λ are
odd. The latter condition is easily seen to be equivalent to requiring that λ is of the
form 4 = (k, k − 1, . . . , 1) for some k ≥ 1. It follows that Sn has a 2-core character

if and only if n = k(k+1)
2

is a triangular number, in which case χ4 is the unique 2-core
character; in particular, the 2-core character is symmetric. With these preliminaries,
we are now in a position to establish the following result, which is the decisive tool in
proving Theorem 3.

Lemma 4. Let w ∈ W2 be a word involving d generators, and let χ be an irreducible
character of Sn.

(i) If d ≥ 2, then (n!)d−2χ(1)αχ(w) is an integer.

(ii) If d ≥ 3 and χ is not 2-core, then (n!)d−2χ(1)αχ(w) is even.

(iii) If d ≥ 2, χ is 2-core and w ∈ W1, then (n!)d−2χ(1)αχ(w) is odd.

Proof. Let χ be an irreducible character of Sn. Using Lemma 1, we see by induction on
d that (χ(1))d−1αχ(w) is integral for d ≥ 1 and all w ∈ W2, implying (i). Moreover, if χ
is not 2-core, then n!

χ(1)
is even, hence, for d ≥ 3, (n!)d−2χ(1)αχ(w) is even, as required

in (ii). Now suppose that χ = χ4 is 2-core, and that w ∈ W1. We want to show that in
this case (χ4(1))d−1αχ4(w) is odd. This is done by induction on the formation length
of words in W1. By Lemma 1 (i), our claim holds for w = x2i and w = [xi, xj]. Assume
that our claim is true for words w1, w2 ∈ W1 having no generator in common, let di be
the number of generators involved in wi, and consider the word w = w1w2. Then w
involves d = d1 + d2 generators, and by part (ii) of Lemma 1,

(χ4(1))d−1αχ4(w) = (χ4(1))d1−1αχ4(w1) · (χ4(1))d2−1αχ4(w2),

which is odd, since by assumption both factors (χ4(1))di−1αχ4(wi) are odd. Thus, it
remains to show that our claim holds for w = [v, xi], provided it is correct for v ∈ W1

and xi does not occur in v. By Lemma 1 (iii),

(χ4(1))d−1αχ4(w) = (χ4(1))d−2
∑
χ′

αχ′(v)〈χ2
4 | χ′〉.
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Now we distinguish the cases d ≥ 3 and d = 2. If d ≥ 3 and χ′ is not 2-core, then
(χ′(1))d−2αχ′(v) is integral, and χ4(1) is divisible by a higher power of 2 than χ′(1).
Hence, the terms in the last sum not coming from the 2-core character χ4 sum to an
even integer, and we have

(χ4(1))d−1αχ4(w) ≡ (χ4(1))d−2αχ4(v)〈χ2
4 | χ4〉 mod 2.

By assumption, (χ4(1))d−2αχ4(v) is odd, as is the multiplicity 〈χ2
4 | χ4〉 by Lemma 3 (ii).

Hence, (χ4(1))d−1αχ4(w) is odd, and the induction on formation length is complete
in this case. Now suppose that d = 2. Then w = [x2i , xj] for some i 6= j, and by
Lemma 1 (iii),

χ4(1)αχ4(w) =
∑
χ′

〈χ2
4 | χ′〉.

By Lemma 3 (i) for k = 1, the right-hand side is congruent modulo 2 to∑
λ`n
λ=λ′

〈χ2
4 | χλ〉,

which is odd by part (ii) of this lemma. �

6.2. Proof of Theorem 3. Let w ∈ W2 be a word involving d ≥ 3 generators. By
the exponential principle, the subgroup numbers sn(Γw) are related to the sequence
hn(Γw) = |Hom(Γw), Sn)|/n! via the equation2

nhn(Γw) =
n−1∑
ν=0

sn−ν(Γw)hν(Γw), n ≥ 1.

Also, since homomorphisms of Γw to Sn can be identified with solutions of the equation
w(x1, . . . , xd) = 1 in Sn, we have

hn(Γw) = (n!)d−2
∑

χ∈Irr(Sn)

αχ(w)χ(1).

From Lemma 4 we know that, for w ∈ W1, hn(Γw) is odd if and only if n is a triangular
number, and that, if w ∈ W2, the condition that n be triangular is still necessary for
hn(Γw) to be odd. Hence, for n ≥ 1, we find that modulo 2

sn(Γw) = nhn(Γw) −
n−1∑
ν=1

sn−ν(Γw)hν(Γw)

≡
∑
k≥1

k(k+1)<2n

αksn−k(k+1)/2(Γw) + δ(n),

where α1 = 1, and αk = 1 for all k if w ∈ W1, the correction term δ(n) coming from
the term nhn(Γw).

2Cf. for instance [3, Prop. 1].
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